This is a special edition of an established title widely used by colleges and universities throughout the world. Pearson published this exclusive edition for the benefit of students outside the United States and Canada. If you purchased this book within the United States or Canada, you should be aware that it has been imported without the approval of the Publisher or Author.

Pearson Global Edition
MyEconLab® Provides the Power of Practice

Optimize your study time with MyEconLab’s tutorial and assessment solution that personalizes the learning experience, giving students the practice and immediate feedback they need.

Study Plan

The Study Plan shows you the sections you should study next, gives easy access to practice problems, and provides you with an automatically generated quiz to prove mastery of the course material.

Unlimited Practice

As you work each exercise, instant feedback helps you understand and apply the concepts. Many Study Plan exercises contain algorithmically generated values to ensure that you get as much practice as you need.

Learning Resources

Study Plan problems link to learning resources that further reinforce concepts you need to master.

- **Help Me Solve This** learning aids help you break down a problem much the same way an instructor would do during office hours. Help Me Solve This is available for select problems.
- **eText links** are specific to the problem at hand so that related concepts are easy to review just when they are needed.
- A **graphing tool** enables you to build and manipulate graphs to better understand how concepts, numbers, and graphs connect.
Real-Time Data Analysis Exercises

Up-to-date macro data is a great way to engage in and understand the usefulness of macro variables and their impact on the economy. Real-Time Data Analysis exercises communicate directly with the Federal Reserve Bank of St. Louis’s FRED® site, so every time FRED posts new data, students see new data.

End-of-chapter exercises accompanied by the Real-Time Data Analysis icon include Real-Time Data versions in MyEconLab.

Select in-text exhibits labeled MyEconLab Real-Time Data update in the electronic version of the text using FRED data.

Current News Exercises

Posted weekly, we find the latest microeconomic and macroeconomic news stories, post them, and write auto-graded multi-part exercises that illustrate the economic way of thinking about the news.

Interactive Homework Exercises

Participate in a fun and engaging activity that helps promote active learning and mastery of important economic concepts.

Pearson’s experiments program is flexible and easy for instructors and students to use. For a complete list of available experiments, visit www.myeconlab.com.
Abel/Bernanke/Croushore
Macroeconomics*

Acemoglu/Laibson/List
Economics*

Bade/Parkin
Foundations of Economics*

Berck/Helfand
The Economics of the Environment

Bierman/Fernandez
Game Theory with Economic Applications

Blanchard
Macroeconomics*

Blau/Ferber/Winkler
The Economics of Women, Men, and Work

Boardman/Greenberg/Vining/Weimer
Cost-Benefit Analysis

Boyer
Principles of Transportation Economics

Branson
Macroeconomic Theory and Policy

Bruce
Public Finance and the American Economy

Carlton/Perloff
Modern Industrial Organization

Case/Fair/Oster
Principles of Economics*

Chapman
Environmental Economics: Theory, Application, and Policy

Cooter/Ulen
Law & Economics

Daniels/VanHoose
International Monetary & Financial Economics

Downs
An Economic Theory of Democracy

Ehrenberg/Smith
Modern Labor Economics

Farnham
Economics for Managers

Folland/Goodman/Stano
The Economics of Health and Health Care

Fort
Sports Economics

Froyn
Macroeconomics

Fusfeld
The Age of the Economist

Gerber
International Economics*

González-Rivera
Forecasting for Economics and Business

Gordon
Macroeconomics*

Greene
Econometric Analysis

Gregory
Essentials of Economics

Gregory/Stuart
Russian and Soviet Economic Performance and Structure

Hartwick/Olewiler
The Economics of Natural Resource Use

Heilbroner/Milberg
The Making of the Economic Society

Heyne/Boettke/Prychitko
The Economic Way of Thinking

Holt
Markets, Games, and Strategic Behavior

Hubbard/O'Brien
Economics*

Hubbard/O'Brien/Rafferty
Macroeconomics*

Hughes/Cain
American Economic History

Husted/Melvin
International Economics

Jehle/Reny
Advanced Microeconomic Theory

Johnson-Lans
A Health Economics Primer

Keat/Young/Erle
Managerial Economics

Klein
Mathematical Methods for Economics

Krugman/Obstfeld/Melitz
International Economics: Theory & Policy*

Laidler
The Demand for Money

Leeds/von Allmen
The Economics of Sports

Leeds/von Allmen/Schiming
Economics*

Lynn
Economic Development: Theory and Practice for a Divided World

Miller
Economics Today*

Miller/Benjamin
The Economics of Macro Issues

Miller/Benjamin/North
The Economics of Public Issues

Mills/Hamilton
Urban Economics

Mishkin
The Economics of Money, Banking, and Financial Markets*

Mishkin
The Economics of Money, Banking, and Financial Markets, Business School Edition*

Murray
Econometrics: A Modern Introduction

O'Sullivan/Sheffrin/Perez
Economics: Principles, Applications and Tools*

Parkin
Economics*

Perloff
Microeconomics*

Perloff
Microeconomics: Theory and Applications with Calculus*

Perloff/Brander
Managerial Economics and Strategy*

Phelps
Health Economics

Pindyck/Rubinfeld
Microeconomics*

Riddell/Shackelford/Stamos/Schnieder
Economics: A Tool for Critically Understanding Society

Roberts
The Choice: A Fable of Free Trade and Protection

Rohlf
Introduction to Economic Reasoning

Scherer
Industry Structure, Strategy, and Public Policy

Schiller
The Economics of Poverty and Discrimination

Sherman
Market Regulation

Stock/Watson
Introduction to Econometrics

Studenmund
Using Econometrics: A Practical Guide

Tietenberg/Lewis
Environmental and Natural Resource Economics

Tietenberg/Lewis
Environmental Economics and Policy

Todaro/Smith
Economic Development

Waldman/Jensen
Industrial Organization: Theory and Practice

Walters/Walters/Appel/Callahan/Centanni/Maxx/O’Neill
Econversations: Today’s Students Discuss Today’s Issues

Weil
Economic Development

Williamson
Macroeconomics

Visit www.myeconlab.com to learn more.
Dedication

With love for Asu, Nina, and Jennifer, who inspire us every day.
About the Authors

**Daron Acemoglu** is Elizabeth and James Killian Professor of Economics in the Department of Economics at the Massachusetts Institute of Technology. He has received a B.A. in economics at the University of York, 1989; M.Sc. in mathematical economics and econometrics at the London School of Economics, 1990; and Ph.D. in economics at the London School of Economics in 1992.

He is an elected fellow of the National Academy of Sciences, the American Academy of Arts and Sciences, the Econometric Society, the European Economic Association, and the Society of Labor Economists. He has received numerous awards and fellowships, including the inaugural T. W. Shultz Prize from the University of Chicago in 2004, the inaugural Sherwin Rosen Award for outstanding contribution to labor economics in 2004, Distinguished Science Award from the Turkish Sciences Association in 2006, and the John von Neumann Award, Rajk College, Budapest in 2007.

He was also the recipient of the John Bates Clark Medal in 2005, awarded every two years to the best economist in the United States under the age of 40 by the American Economic Association, and the Erwin Plein Nemmers prize awarded every two years for work of lasting significance in economics. He holds Honorary Doctorates from the University of Utrecht and Bosporus University.

His research interests include political economy, economic development and growth, human capital theory, growth theory, innovation, search theory, network economics, and learning.


**David Laibson** is the Robert I. Goldman Professor of Economics at Harvard University. He is also a member of the National Bureau of Economic Research, where he is Research Associate in the Asset Pricing, Economic Fluctuations, and Aging Working Groups. His research focuses on the topic of behavioral economics, and he leads Harvard University’s Foundations of Human Behavior Initiative. He serves on several editorial boards, as well as the boards of the Health and Retirement Study (National Institutes of Health) and the Pension Research Council (Wharton). He serves on Harvard’s Pension Investment Committee and on the Academic Research Council of the Consumer Financial Protection Bureau. He is a recipient of a Marshall Scholarship and a Fellow of the Econometric Society and the American Academy of Arts and Sciences. He is also a recipient of the TIAA-CREF Paul A. Samuelson Award for Outstanding Scholarly Writing on Lifelong Financial Security. Laibson holds degrees from Harvard University (A.B. in Economics, Summa), the London School of Economics (M.Sc. in Econometrics and Mathematical Economics), and the Massachusetts Institute of Technology (Ph.D. in Economics). He received his Ph.D. in 1994 and has taught at Harvard since then. In recognition of his teaching, he has been awarded Harvard’s Phi Beta Kappa Prize and a Harvard College Professorship.
John A. List is the Homer J. Livingston Professor in Economics at the University of Chicago, and Chairman of the Department of Economics. List received the Kenneth Galbraith Award, Agricultural and Applied Economics Association, 2010. He is a Member of the American Academy of Arts and Sciences, 2011; Editor, *Journal of Economic Perspectives*; Associate Editor, *American Economic Review*; and Associate Editor, *Journal of Economic Literature*. His research focuses on questions in microeconomics, with a particular emphasis on the use of experimental methods to address both positive and normative issues. Much of his time has been spent developing experimental methods in the field to explore economic aspects of environmental regulations, incentives, preferences, values, and institutions. Recently, he has focused on issues related to the economics of charity, exploring why people give, plus optimal incentive schemes for first-time as well as warm-list donors.
# Brief Contents

<table>
<thead>
<tr>
<th>PART I</th>
<th>Introduction to Economics</th>
<th>34</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 1</td>
<td>The Principles and Practice of Economics</td>
<td>34</td>
</tr>
<tr>
<td>Chapter 2</td>
<td>Economic Methods and Economic Questions</td>
<td>50</td>
</tr>
<tr>
<td>Chapter 3</td>
<td>Optimization: Doing the Best You Can</td>
<td>74</td>
</tr>
<tr>
<td>Chapter 4</td>
<td>Demand, Supply, and Equilibrium</td>
<td>92</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PART II</th>
<th>Introduction to Macroeconomics</th>
<th>118</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 5</td>
<td>The Wealth of Nations: Defining and Measuring Macroeconomic Aggregates</td>
<td>118</td>
</tr>
<tr>
<td>Chapter 6</td>
<td>Aggregate Incomes</td>
<td>146</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PART III</th>
<th>Long-Run Growth and Development</th>
<th>170</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 7</td>
<td>Economic Growth</td>
<td>170</td>
</tr>
<tr>
<td>Chapter 8</td>
<td>Why Isn’t the Whole World Developed?</td>
<td>204</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PART IV</th>
<th>Equilibrium in the Macroeconomy</th>
<th>228</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 9</td>
<td>Employment and Unemployment</td>
<td>228</td>
</tr>
<tr>
<td>Chapter 10</td>
<td>Credit Markets</td>
<td>252</td>
</tr>
<tr>
<td>Chapter 11</td>
<td>The Monetary System</td>
<td>274</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PART V</th>
<th>Short-Run Fluctuations and Macroeconomic Policy</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 12</td>
<td>Short-Run Fluctuations</td>
<td>300</td>
</tr>
<tr>
<td>Chapter 13</td>
<td>Countercyclical Macroeconomic Policy</td>
<td>330</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PART VI</th>
<th>Macroeconomics in a Global Economy</th>
<th>356</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 14</td>
<td>Macroeconomics and International Trade</td>
<td>356</td>
</tr>
<tr>
<td>Chapter 15</td>
<td>Open Economy Macroeconomics</td>
<td>378</td>
</tr>
</tbody>
</table>
PART I  INTRODUCTION TO ECONOMICS  34

Chapter 1: The Principles and Practice of Economics  34

1.1 The Scope of Economics  35
   Economic Agents and Economic Resources  35
   Definition of Economics  36
   Positive Economics and Normative Economics  37
   Microeconomics and Macroeconomics  38

1.2 Three Principles of Economics  38

1.3 The First Principle of Economics: Optimization  39
   Trade-offs and Budget Constraints  40
   Opportunity Cost  40
   Cost-Benefit Analysis  41
   Evidence-Based Economics: Is Facebook free?  42

1.4 The Second Principle of Economics: Equilibrium  45
   The Free-Rider Problem  46

1.5 The Third Principle of Economics: Empiricism  46

1.6 Is Economics Good for You?  47
   Summary  48
   Key Terms  48
   Questions  49
   Problems  49

Chapter 2: Economic Methods and Economic Questions  52

2.1 The Scientific Method  53
   Models and Data  53
   An Economic Model  55
   Evidence-Based Economics: How much more do workers with a college education earn?  56
   Means  57
   Argument by Anecdote  57

2.2 Causation and Correlation  58
   The Red Ad Campaign Blues  58
   Causation versus Correlation  59
   Experimental Economics and Natural Experiments  60
   Evidence-Based Economics: How much do wages increase when an individual is compelled by law to get an extra year of schooling?  61

2.3 Economic Questions and Answers  62
   Summary  63
   Key Terms  63
   Questions  64
   Problems  64

Appendix: Constructing and Interpreting Graphs  66
   A Study About Incentives  66
   Experimental Design  66
   Describing Variables  67
   Cause and Effect  69
   Appendix Key Terms  72
   Appendix Problems  73

Chapter 3: Optimization: Doing the Best You Can  74

3.1 Two Kinds of Optimization: A Matter of Focus  75
   Choice & Consequence: Do People Really Optimize?  77

3.2 Optimization in Levels  78
   Comparative Statics  80

3.3 Optimization in Differences: Marginal Analysis  82
   Marginal Cost  82
   Evidence-Based Economics: How does location affect the rental cost of housing?  85

Summary  88
   Key Terms  88
   Questions  89
   Problems  89

Chapter 4: Demand, Supply, and Equilibrium  92

4.1 Markets  93
   Competitive Markets  94

4.2 How Do Buyers Behave?  95
   Demand Curves  96
   Willingness to Pay  96
   From Individual Demand Curves to Aggregated Demand Curves  97
   Building the Market Demand Curve  98
   Shifting the Demand Curve  99
Evidence-Based Economics: How much more gasoline would people buy if its price were lower? 101

4.3 How Do Sellers Behave? 103
Supply Curves 103
Willingness to Accept 104
From the Individual Supply Curve to the Market Supply Curve 104
Shifting the Supply Curve 104

4.4 Supply and Demand in Equilibrium 107
Curve Shifting in Competitive Equilibrium 109

4.5 What Would Happen If the Government Tried to Dictate the Price of Gasoline? 111
Choice & Consequence: The Unintended Consequences of Fixing Market Prices 113
Summary 114
Key Terms 115
Questions 115
Problems 116

PART II INTRODUCTION TO MACROECONOMICS 118

Chapter 5: The Wealth of Nations: Defining and Measuring Macroeconomic Aggregates 118

5.1 Macroeconomic Questions 119

5.2 National Income Accounts: Production = Expenditure = Income 121
Production 121
Expenditure 122
Income 122
Circular Flows 123
National Income Accounts: Production 124
National Income Accounts: Expenditure 126
Evidence-Based Economics: In the United States, what is the total market value of annual economic production? 128
National Income Accounting: Income 130
Letting the Data Speak: Saving vs. Investment 130

5.3 What Isn’t Measured by GDP? 131
Physical Capital Depreciation 132
Home Production 132
The Underground Economy 133
Negative Externalities 133
Gross Domestic Product vs. Gross National Product 134
Leisure 135
Does GDP Buy Happiness? 135

5.4 Real vs. Nominal 136
The GDP Deflator 138
The Consumer Price Index 140

Inflation 141
Adjusting Nominal Variables 141
Summary 142
Key Terms 143
Questions 143
Problems 143

Chapter 6: Aggregate Incomes 146

6.1 Inequality Around the World 147
Measuring Differences in Income per Capita 147
Letting the Data Speak: The Big Mac Index 149
Inequality in Income per Capita 149
Income per Worker 150
Productivity 151
Incomes and the Standard of Living 152
Choice & Consequence: Dangers of Just Focusing on Income per Capita 152

6.2 Productivity and the Aggregate Production Function 154
Productivity Differences 154
The Aggregate Production Function 155
Labor 155
Physical Capital and Land 156
Representing the Aggregate Production Function 156

6.3 The Role and Determinants of Technology 158
Technology 158
Dimensions of Technology 158
Letting the Data Speak: Moore’s Law 159
Letting the Data Speak: Efficiency of Production and Productivity at the Company Level 160
Entrepreneurship 161
Letting the Data Speak: Monopoly and GDP 161
Evidence-Based Economics: Why is the average American so much richer than the average Indian? 162
Summary 164
Key Terms 164
Questions 165
Problems 165

Appendix: The Mathematics of Aggregate Production Functions 168

PART III LONG-RUN GROWTH AND DEVELOPMENT 170

Chapter 7: Economic Growth 170

7.1 The Power of Economic Growth 171
A First Look at U.S. Growth 172
Exponential Growth 172
Choice & Consequence: The Power of Growth 174
Chapter 13: Countercyclical Macroeconomic Policy 330

13.1 The Role of Countercyclical Policies in Economic Fluctuations 331
13.2 Countercyclical Monetary Policy 333
   Controlling the Federal Funds Rate 334
   Other Tools of the Fed 336
   Expectations, Inflation, and Monetary Policy 337
     Letting the Data Speak: Managing Expectations 338
   Contractionary Monetary Policy: Control of Inflation 338
   Zero Lower Bound 340
     Choice & Consequence: Policy Mistakes 340
     Policy Trade-offs 341
13.3 Countercyclical Fiscal Policy 342
   Fiscal Policy Over the Business Cycle: Automatic and Discretionary Components 342
   Analysis of Expenditure-Based Fiscal Policy 344
   Analysis of Taxation-Based Fiscal Policy 346
   Fiscal Policies that Directly Target the Labor Market 347
   Policy Waste and Policy Lags 348
     Evidence-Based Economics: How much does government expenditure stimulate GDP? 349
13.4 Policies That Blur the Line Between Fiscal and Monetary Policy 351
   Summary 352
   Key Terms 352
   Questions 353
   Problems 353

PART VI MACROECONOMICS IN A GLOBAL ECONOMY 356

Chapter 14: Macroeconomics and International Trade 356

14.1 Why and How We Trade 357
   Absolute Advantage and Comparative Advantage 357
   Comparative Advantage and International Trade 360
   Efficiency and Winners and Losers from Trade 361
   How We Trade 362
   Trade Barriers: Tariffs 363
     Letting the Data Speak: Living in an Interconnected World 364
     Choice & Consequence: Tariffs and Votes 365
14.2 The Current Account and the Financial Account 365
   Trade Surpluses and Trade Deficits 365
   International Financial Flows 366
   The Workings of the Current Account and the Financial Account 367

14.3 International Trade, Technology Transfer, and Economic Growth 369
   Letting the Data Speak: From IBM to Lenovo 371
   Evidence-Based Economics: Are companies like Nike harming workers in Vietnam? 372
   Summary 374
   Key Terms 375
   Questions 375
   Problems 375

Chapter 15: Open Economy Macroeconomics 378

15.1 Exchange Rates 379
   Nominal Exchange Rates 379
   Flexible, Managed, and Fixed Exchange Rates 380
15.2 The Foreign Exchange Market 381
   How Do Governments Intervene in the Foreign Exchange Market? 384
   Defending an Overvalued Exchange Rate 385
     Choice & Consequence: Fixed Exchange Rates and Corruption 387
     Evidence-Based Economics: How did George Soros make $1 billion? 387
15.3 The Real Exchange Rate and Exports 389
   From the Nominal to the Real Exchange Rate 389
   Co-Movement Between the Nominal and the Real Exchange Rates 390
   The Real Exchange Rate and Net Exports 391
15.4 GDP in the Open Economy 392
   Letting the Data Speak: Why Have Chinese Authorities Kept the Yuan Undervalued? 393
   Interest Rates, Exchange Rates, and Net Exports 394
   Revisiting Black Wednesday 394
     Letting the Data Speak: The Costs of Fixed Exchange Rates 395
   Summary 396
   Key Terms 397
   Questions 397
   Problems 398

Endnotes 401
Glossary 403
Credits 411
Index 413

CHAPTERS ON THE WEB

Web chapters are available on MyEconLab.
WEB Chapter 1 Financial Decision Making
WEB Chapter 2 Economics of Life, Health, and the Environment
WEB Chapter 3 Political Economy
We love economics. We marvel at the way economic systems work. When we buy a smartphone, we think about the complex supply chain and the hundreds of thousands of people who played a role in producing an awe-inspiring piece of technology that was assembled from components manufactured across the globe.

The market’s ability to do the world’s work without anyone being in charge strikes us as a phenomenon no less profound than the existence of consciousness or life itself. We believe that the creation of the market system is one of the greatest achievements of humankind.

We wrote this book to highlight the simplicity of economic ideas and their extraordinary power to explain, predict, and improve what happens in the world. We want students to master the essential principles of economic analysis. With that goal in mind, we identify the three key ideas that lie at the heart of the economic approach to understanding human behavior: optimization, equilibrium, and empiricism. These abstract words represent three ideas that are actually highly intuitive.

**Our Vision: Three Unifying Themes**

The first key principle is that people try to choose the best available option: *optimization*. We don’t assume that people always successfully optimize, but we do believe that people try to optimize and often do a relatively good job of it. Because most decision makers try to choose the alternative that offers the greatest net benefit, optimization is a useful tool for predicting human behavior. Optimization is also a useful prescriptive tool. By teaching people how to optimize, we improve their decisions and the quality of their lives. By the end of this course, every student should be a skilled optimizer—without using complicated mathematics, simply by using economic intuition.

The second key principle extends the first: economic systems operate in *equilibrium*, a state in which everybody is simultaneously trying to optimize. We want students to see that they’re not the only ones maximizing their well-being. An economic system is in equilibrium when each person feels that he or she cannot do any better by picking another course of action. The principle of equilibrium highlights the connections among economic actors. For example, Apple stores stock millions of iPhones because millions of consumers are going to turn up to buy them. In turn, millions of consumers go to Apple stores because those stores are ready to sell those iPhones. In equilibrium, consumers and producers are simultaneously optimizing and their behaviors are intertwined.

Our first two principles—optimization and equilibrium—are conceptual. The third is methodological: *empiricism*. Economists use data to test economic theories, learn about the world, and speak to policymakers. Accordingly, data play a starring role in our book, though we keep the empirical analysis extremely simple. It is this emphasis on matching theories with real data that we think most distinguishes our book from others. We show students how economists use data to answer specific questions, which makes our chapters concrete, interesting, and fun. Modern students demand the evidence behind the theory, and our book supplies it.

For example, we begin every chapter with an empirical question and then answer that question using data. One chapter begins by asking:

*Why are you so much more prosperous than your great-great-grandparents were?*
Later in the chapter, we demonstrate the central role played by technology in explaining U.S. economic growth and why we are much better off than our relatives a few generations ago.

In our experience, students taking their first economics class often have the impression that economics is a series of theoretical assertions with little empirical basis. By using data, we explain how economists evaluate and improve our scientific insights. Data also make concepts more memorable. Using evidence helps students build intuition, because data move the conversation from abstract principles to concrete facts. Every chapter sheds light on how economists use data to answer questions that directly interest students. Every chapter demonstrates the key role that evidence plays in advancing the science of economics.

Features

All of our features showcase intuitive empirical questions.

• In Evidence-Based Economics (EBE), we show how economists use data to answer the question we pose in the opening paragraph of the chapter. The EBE uses actual data that highlights some of the major concepts discussed within the chapter. This tie-in with the data gives students a substantive look at economics as it plays out in the world around them.

The questions explored aren’t just dry intellectual ideas; they spring to life the minute the student sets foot outside the classroom—Is Facebook free? Is college worth it? Are tropical and semitropical areas condemned to poverty by their geographies? What caused the recession of 2007–2009? Are companies like Nike harming workers in Vietnam?

Evidence-Based Economics

Q: Why are you so much more prosperous than your great-great-grandparents were?

The theoretical discussion in the previous section supports the central role of technology in explaining sustained growth. We will now see that empirical evidence also bolsters the conclusion that technology plays a key role.

To evaluate the sources of U.S. economic growth, we follow the same strategy as in the previous chapter. There, we used the aggregate production function and estimates of the physical capital stock and the efficiency units of labor across different countries to evaluate their contributions to cross-country differences in GDP. The only major difference here is that higher-quality U.S. data enable us to conduct the analysis for GDP per hour worked rather than GDP per worker, thus allowing us to measure the labor input more accurately. We start the analysis in 1950.

Exhibit 7.10 records average GDP per hour worked (in 2005 constant dollars), the average value of the physical capital stock per hour worked, and the most important component of the human capital of workers—the average years of schooling—for 10-year periods starting in 1950. (To remove the short-term effects of the last recession from our calculations on long-term growth, the last period is 2000–2007.) The exhibit shows the steady increase in GDP per hour worked, physical capital stock per hour worked, and educational attainment in the United States between 1950 and 2007.

We then use a methodology similar to that in the previous chapter to compute the contribution of physical capital, human capital (efficiency units of labor), and technology to the growth of GDP in the United States. The results are recorded in columns 4, 5, and 6 of the exhibit (in percentages). Column 7 then gives the annual growth rate of GDP per hour worked, which is the sum of the contributions of physical capital, human capital, and technology.
• Letting the Data Speak is another feature that analyzes an economic question by using real data as the foundation of the discussion. Among the many issues we explore are such topics as life expectancy and innovation, living in an interconnected world, and why Chinese authorities have historically kept the yuan undervalued.

**LETTING THE DATA SPEAK**

**Life Expectancy and Innovation**

Life expectancy around the world was much lower 70 years ago than it is today. In 1940, child and infant mortality rates were so high and adult diseases, such as pneumonia and tuberculosis, were so deadly (and without any cure) that life expectancy at birth in many nations stood at less than 40 years. For example, the life expectancy at birth of an average Indian was an incredibly low 30 years. In Venezuela, it was 33; in Indonesia, 34; in Brazil, 36. Life expectancy at birth in many Western nations was also low, but still considerably higher than the corresponding numbers in the poorer nations. Consider that life expectancy at birth in the United States was 64 years.

In the course of the next three or four decades, this picture changed dramatically. As we saw in the previous chapter, while the gap in life expectancy between rich and poor nations still remains today, health conditions have improved significantly all over the world, particularly before the spread of the AIDS epidemic in sub-Saharan Africa starting in the 1980s. Life expectancy at birth in India in 1999 was 60 years. This was twice as large as the same number in 1940. It was also 50 percent higher than life expectancy at birth in Britain in 1820 (40 years), which had approximately the same GDP per capita as India in 1999. How did this tremendous improvement in health conditions in poor nations take place?

The answer lies in scientific breakthroughs and innovations that took place in the United States and Western Europe throughout the twentieth century. First, there was a wave of global drug innovation, most importantly the development of antibiotics, which produced many products that were highly effective against major killers in developing countries. Penicillin, which provided an effective treatment against a range of bacterial infections, became widely available by the early 1950s. Also important during the same period was the development of new vaccines, including ones against yellow fever and smallpox.

The second major factor was the discovery of DDT (Dichlorodiphenyl trichloroethylene). Although eventually the excess use of DDT as an agricultural pesticide would turn out to be an environmental hazard, its initial use in disease control was revolutionary. DDT allowed a breakthrough in attempts to control one of the major killers of children in relatively poor parts of the world—malaria. Finally, with the establishment and help of the World Health Organization (WHO), simple but effective medical and public health practices, such as oral rehydration and boiling water to prevent cholera, spread to poorer countries.

• In keeping with the optimization theme, from time to time we ask students to make a real economic decision or evaluate the consequences of past real decisions in a feature entitled Choice & Consequence. We explain how an economist might analyze the same decision. Among the choices investigated are such questions and concepts as the power of growth, foreign aid and corruption, and policies that address the problem of banks that are “too big to fail.”

**CHOICE & CONSEQUENCE**

**The Power of Growth**

You have two choices. You can either start a job with a salary of $1,000 per month and a 6 percent increase in your salary every month. Or you can start with a salary of $2,000, but never get a raise. Which one of these two options do you prefer?

The answer might naturally vary from person to person. If you have an immediate need for money, you may be attracted by the prospect of a $2,000 paycheck. But before you rush to sign on the dotted line for the $2,000-per-month job, think of the implications of the 6 percent monthly increase. With a 6 percent-per-month increase, your monthly salary will already exceed $2,000 after only a year. After 4 years, it will be approximately $16,400 a month. So if you were thinking of staying in this job for more than a year, starting with a lower salary might be a much better idea.

The first option is attractive, at least for those of you intending to stay with it for a while, precisely because of exponential growth. The 6-percent-per-month increases in salary do not apply to the base salary (if they did, this would have increased your salary by $60 every month). Rather, they compound, meaning that each 6 percent applies to the amount that has accumulated up to that point. Thus after 1 month, your salary will be $1,060. After 2 months, it is $1,123.60 × 1.06 = $1,191.02, and so on.

We will next see that exponential growth plays the same role in countries’ growth trajectories as in your potential income in these two hypothetical jobs.
Organization

Part I Introduction to Economics lays the groundwork for understanding the economic way of thinking about the world. In Chapter 1, we show that the principle of optimization explains most of our choices. In other words, we make choices based on a consideration of benefits and costs, and to do this we need to consider trade-offs, budget constraints, and opportunity cost. We then explain that equilibrium is the situation in which everyone is simultaneously trying to individually optimize. In equilibrium, there isn’t any perceived benefit to changing one’s own behavior. We introduce the free-rider problem to show that individual optimization and social optimization do not necessarily coincide.

Because data plays such a central role in economics, we devote an entire chapter—Chapter 2—to economic models, the scientific method, empirical testing, and the critical distinction between correlation and causation. We show how economists use models and data to answer interesting questions about human behavior. For the students who want to brush up their graphical skills, there is an appendix on constructing and interpreting graphs, which is presented in the context of an actual experiment on incentive schemes.

Chapter 3 digs much more deeply into the concept of optimization, including an intuitive discussion of marginal analysis. We use a single running example of choosing an apartment, which confronts students with a trade-off between the cost of rent and the time spent commuting. We demonstrate two alternative approaches—optimization in levels and optimization in differences—and show why economists often use the latter (marginal) technique.

Chapter 4 introduces the demand and supply framework via a running example of the market for gasoline. We show how the price of gasoline affects the decisions of buyers, like commuters, and sellers, like ExxonMobil. As we develop the model, we explore how individual buyers are added together to produce a market demand curve and how individual sellers are added together to generate a market supply curve. We then show how buyers and sellers jointly determine the equilibrium market price and the equilibrium quantity of goods transacted in a perfectly competitive market. Finally, we show how markets break down when prices aren’t allowed to adjust to equate the quantity demanded and the quantity supplied.

Part II Introduction to Macroeconomics provides an introduction to the field. In Chapter 5 we explain the basic measurement tools. Here we explore the derivation of the aggregate output of the economy, or the gross domestic product (GDP), with the production, expenditure, and income methods, explaining why all these methods are equivalent and lead to the same level of total GDP. We also consider what isn’t measured in GDP, such as production that takes place at home for one’s family. Finally, we discuss the measurement of inflation and the concept of a price index.

In Chapter 6 we show how income (GDP) per capita can be compared across countries using two similar techniques—an exchange rate method and a purchasing power method. We explain how the aggregate production function links a country’s physical capital stock, labor resources (total labor hours and human capital per worker), and technology to its GDP and thus draw the link between income per capita and a country’s physical capital stock per worker, human capital, and technology. We then use these tools to investigate the roles of physical capital, human capital, and technology in accounting for the great differences in prosperity across countries.

In Part III, Long-Run Growth and Development, we turn to a comprehensive treatment of growth and development. In Chapter 7, we show that economic growth has transformed many countries over the past 200 years. For example, in the United States today, GDP per capita is about 25 times higher than it was in 1820. In this discussion, we explain the “exponential” nature of economic growth, which results from the fact that new growth builds on past growth, and implies that small differences in growth rates can translate into huge differences in income per capita over several decades. We explain how sustained economic growth relies on advances in technology and why different countries have experienced different long-run growth paths. We also emphasize that economic growth does not benefit all citizens equally. For some citizens, poverty is the unintentional by-product of technological progress. For the instructors who want a more in-depth treatment of growth and the
determinants of GDP, we present a simplified version of the Solow Model in an optional appendix to the chapter.

Why do some nations not invest enough in physical and human capital, adopt the best technologies, and organize their production efficiently? Put another way, why isn’t the whole world economically developed? Chapter 8 probes this question and considers the fundamental causes of prosperity. We discuss several potential fundamental causes, in particular, geography, culture, and institutions, and argue why the oft-emphasized geographic factors do not seem to account for much of the wide cross-country gaps in economic prosperity.

In Part IV, Equilibrium in the Macroeconomy, we discuss three key markets that play a central role in macroeconomic analysis: the labor market, the credit market, and the market for bank reserves. Chapter 9 begins with the labor market—labor demand and labor supply. We first describe the standard competitive equilibrium, where the wage and the quantity of labor employed are pinned down by the intersection of the labor demand and labor supply curves. We then show how imperfectly flexible wages lead to unemployment. We then use this framework to discuss the many different factors that influence unemployment, including both frictional and structural sources.

Chapter 10 extends our analysis by incorporating the credit market. We explain how the modern financial system circulates funds from savers to borrowers. We describe the different types of shocks that can destabilize a financial system. We look at how banks and other financial intermediaries connect supply and demand in the credit market, and we use banks’ balance sheets to explain the risks of taking on short-term liabilities and making long-term investments.

Chapter 11 introduces the monetary system. We begin by explaining the functions of money. The chapter then introduces the Federal Reserve Bank (the Fed) and lays out the basic plumbing of the monetary system, especially the role of supply and demand in the market for bank reserves. We explain in detail the Fed’s role in controlling bank reserves and influencing interest rates, especially the interest rate on bank reserves (the federal funds rate). The chapter explains the causes of inflation and its social costs and benefits.

In Part V, Short-Run Fluctuations and Macroeconomic Policy, we use a modern framework to analyze and explain short-run fluctuations. Our analysis is inclusive and integrative, enabling us to combine the most relevant and useful insights from many different schools of economic thought. We believe that the labor market is the most informative lens through which first-year economics students can understand economic fluctuations. We therefore put the labor market and unemployment at the center of our analysis. In this part of the book, we also extend our discussion of the role of financial markets and financial crises. We present a balanced perspective that incorporates the diverse range of important insights that have emerged in the last century of theoretical and empirical research.

Chapter 12 lays the foundations of this approach, showing how a wide range of economic shocks cause short-run fluctuations and how these can be studied using the labor market. We trace out the impact of technological shocks, shocks to sentiments (including animal spirits), and monetary and financial shocks that work through their impact on the interest rate or by causing financial crises. In each case, we explain how multipliers amplify the impact of the initial shock. We also explain how wage rigidities affect the labor market response to these shocks. We apply our labor market model to both economic contractions and expansions and look at the problems that arise when the economy grows too slowly or too quickly.

Chapter 13 discusses the wide menu of monetary and fiscal policies that are used to partially offset aggregate fluctuations. We describe the most important strategies that have recently been adopted by central banks. We then discuss the role of fiscal policy and provide an analytic toolkit that students can use to estimate the impact of countercyclical expenditures and taxation.

In Part VI, Macroeconomics in a Global Economy, we provide a wide-angle view of the global economy and the relationships that interconnect national economies. In Chapter 14 we show how international trade works, using the key concepts of specialization, comparative advantage, and opportunity cost. We study the optimal allocation of tasks inside a firm and show that firms should allocate their employees to tasks—and individuals should choose their occupations—according to comparative advantage. We then broaden the picture by
focusing on the optimal allocation of tasks across countries and show that here, too, the
same principles apply. We analyze international flows of goods and services and the fi-
nancial consequences of trade deficits. We describe the accounting identities that enable
economists to measure the rich patterns of globalized trade. We also discuss the critical role
of technology transfer.

Chapter 15 studies the determinants of exchange rates—both nominal and real—
between different currencies and how they impact the macroeconomy. We describe the
different types of exchange rate regimes and the operation of the foreign exchange market.
Finally, we study the impact of changes in the real exchange rate on net exports and GDP.

MyEconLab®

MyEconLab is an extraordinary online course management, homework, quizzing, testing,
activity, and tutorial resource.

For Instructors

With comprehensive homework, quiz, test, activity, practice, and tutorial options, instruc-
tors can manage all their assessment and online activity needs in one place. MyEconLab
saves time by automatically grading questions and activities and tracking results in an online
gradebook.

Each chapter contains two preloaded homework exercise sets that can be used to build
an individualized study plan for each student. These study plan exercises contain tutorial
resources, including instant feedback, links to the appropriate chapter section in the eText,
pop-up definitions from the text, and step-by-step guided solutions, where appropriate.
Within its rich assignment library, instructors will find a vast array of assessments that ask
the students to draw graph lines and shifts, plot equilibrium points, and highlight important
graph areas, all with the benefit of instant, personalized feedback. This feedback culmi-
nates, when needed, with the correct graph output alongside the student’s personal answer,
creating a powerful learning moment.

After the initial setup of the MyEconLab course for Acemoglu/Laibson/List, there are
two primary ways to begin using this rich online environment. The first path requires no
further action by the instructor. Students, on their own, can use MyEconLab’s adaptive
Study Plan problems and tutorial resources to enhance their understanding of concepts.
The online gradebook records each student’s performance and time spent on the assess-
ments, activities, and the study plan and generates reports by student or chapter.

Alternatively, instructors can fully customize MyEconLab to match their course ex-
actly: reading assignments, homework assignments, video assignments, current news as-
signments, digital activities, experiments, quizzes, and tests. Assignable resources include:

- Preloaded exercise assignment sets for each chapter that include the student tutorial
  resources mentioned earlier
- Preloaded quizzes for each chapter
- Interactive Reading Assignments in MyEconLab enable educators to encourage core
  reading by providing an assessment incentive along the way. These short reading
  segments feature embedded exercises that prompt students to learn actively. These
  exercises are automatically graded, so educators can integrate assessment into read-
ing assignments quickly and easily.
- Assignable and gradable exercises that are similar to the end-of-chapter questions and
  problems and numbered exactly as in the book to make assigning homework easier
- Real-Time Data Analysis Exercises allow students and instructors to use the very lat-
est data from the Federal Reserve Bank of St. Louis’s FRED site. By completing the
exercises, students become familiar with a key data source, learn how to locate data,
and develop skills in interpreting data.
- In the eText available in MyEconLab, select exhibits labeled MyEconLab Real-Time
  Data allow students to display a pop-up graph updated with real-time data from FRED.
Current News Exercises provide a turnkey way to assign gradable news-based exercises in MyEconLab. Each week, Pearson scours the news, finds current economics articles, creates exercises around the news articles, and then automatically adds them to MyEconLab. Assigning and grading current news-based exercises that deal with the latest economics events and policy issues have never been more convenient.

Econ Exercise Builder allows you to build customized exercises. Exercises include multiple-choice, graph drawing, and free-response items, many of which are generated algorithmically so that each time a student works them, a different variation is presented.

Test Item File questions that allow you to assign quizzes or homework that will look just like your exams. MyEconLab grades every problem type (except essays), even problems with graphs. When working homework exercises, students receive immediate feedback, with links to additional learning tools.

Experiments in MyEconLab are a fun and engaging way to promote active learning and mastery of important economic concepts. Pearson’s Experiments program is flexible and easy for instructors and students to use.

Single-player experiments allow your students to play against virtual players from anywhere at any time as long as they have an Internet connection.

Multiplayer experiments allow you to assign and manage a real-time experiment with your class. Pre- and post-questions for each experiment are available for assignment in MyEconLab.

For a complete list of available experiments, visit www.myeconlab.com.

Digital Interactives immerse students in a fundamental economic principle, helping them to learn actively. They can be presented in class as a visually stimulating, highly engaging lecture tool, and can also be assigned with assessment questions for grading. Digital Interactives are designed for use in traditional, online, and hybrid courses, and many incorporate real-time data, as well as data display and analysis tools. To learn more, and for a complete list of digital interactives, visit www.myeconlab.com.

Learning Catalytics™ is a bring-your-own-device classroom engagement tool that allows instructors to ask students questions utilizing 18 different question types, allowing students to participate in real time during lectures. With Learning Catalytics you can:

- Engage students in real time, using open-ended tasks to probe student understanding.
- Promote student participation using any modern Web-enabled device they already have—laptop, smartphone, or tablet.
- Address misconceptions before students leave the classroom.
- Understand immediately where students are and adjust your lecture accordingly.
- Improve your students’ critical-thinking skills.
- Engage with and record the participation of every student in your classroom.

Learning Catalytics gives you the flexibility to create your own questions to fit your course exactly or choose from a searchable question library Pearson has created.

For more information, visit learningcatalytics.com.

Customization and Communication MyEconLab in MyLab/Mastering provides additional optional customization and communication tools. Instructors who teach distance-learning courses or very large lecture sections find the MyLab/Mastering format useful because they can upload course documents and assignments, customize the order of chapters, and use communication features such as Document Sharing, Chat, ClassLive, and Discussion Board.

For Students

MyEconLab puts students in control of their learning through a collection of testing, practice, and study tools tied to the online, interactive version of the textbook and other media resources.
In MyEconLab’s environment, students practice what they learn, test their understanding, and pursue a personalized and adaptive study plan generated from their performance on sample tests and from quizzes created by their instructor. In Homework or Study Plan mode, students have access to a wealth of tutorial features, including:

- Instant feedback on exercises that helps students understand and apply the concepts
- Links to the eText to promote reading of the text just when the student needs to revisit a concept or an explanation
- Animations of most of the textbook’s exhibits provide step-by-step animation and audio to help students develop intuition in reading and interpreting graphs. The animations are accessible directly from the eText or from the Multimedia Library.
- Step-by-step guided solutions that force students to break down a problem in much the same way an instructor would do during office hours
- Pop-up key term definitions from the eText to help students master the vocabulary of economics
- A graphing tool that is integrated into the various exercises to enable students to build and manipulate graphs to better understand how concepts, numbers, and graphs connect

**Additional MyEconLab Resources**

- **Enhanced eText**—In addition to the portions of eText available as pop-ups or links, a fully searchable enhanced eText is available for students who wish to read and study in a fully electronic environment. The enhanced eText includes all of the animations and embedded links to all of the end-of-chapter questions and problems, enabling students to read, review, and immediately practice their understanding. The embedded exercises are auto-graded exercises and feed directly into MyEconLab’s adaptive Study Plan.
- **Print upgrade**—For students who wish to complete assignments in MyEconLab but read in print, Pearson offers registered MyEconLab users a loose-leaf version of the print text at a significant discount.

**MyEconLab and Adaptive Learning** MyEconLab’s Study Plan is now powered by a sophisticated adaptive learning engine that tailors learning material to meet the unique needs of each student. MyEconLab’s new Adaptive Learning Study Plan monitors students’ performance on homework, quizzes, and tests and continuously makes recommendations based on that performance.

If a student is struggling with a concept such as supply and demand or having trouble calculating a price elasticity of demand, the Study Plan provides customized remediation activities—a pathway based on personal proficiencies, number of attempts, or difficulty of questions—to get the student back on track. Students will also receive recommendations for additional practice in the form of rich multimedia learning aids such as an interactive eText, Help Me Solve This tutorials, and graphing tools.

The Study Plan can identify a student’s potential trouble spots and provide learning material and practice to avoid pitfalls. In addition, students who are showing a high degree of success with the assessment material are offered a chance to work on future topics based on the professor’s course coverage preferences. This personalized and adaptive feedback and support ensures that students are optimizing their current and future course work and mastering the concepts, rather than just memorizing and guessing answers.

**Dynamic Study Modules**, which focus on key topic areas and are available from within MyEconLab, are an additional way for students to obtain tailored help. These modules work by continuously assessing student performance and activity on discrete topics and provide personalized content in real time to reinforce concepts that target each student’s particular strengths and weaknesses.

Each Dynamic Study Module, accessed by computer, smartphone, or tablet, promotes fast learning and long-term retention. Because MyEconLab and Dynamic Study Modules help students stay on track and achieve a higher level of subject-matter mastery, more class time is available for interaction, discussion, collaboration, and exploring applications to current news and events. Instructors can register, create, and access all of their MyEconLab courses at [www.pearsonmylab.com](http://www.pearsonmylab.com).
Instructor Resources

The Instructor’s Manual for Macroeconomics was prepared by Rashid Al-Hmoud of Texas Tech University and includes:

• A chapter-by-chapter outline of the text
• Lecture notes highlighting the big ideas and concepts from each chapter
• Teaching Tips on how to motivate the lecture
• Common Mistakes or Misunderstandings students often make and how to correct them
• Short, real-world Alternative Teaching Examples, different from those in the text

Active Learning Exercises, included online and at the end of each Instructor’s Manual chapter, were also prepared by Rashid Al-Hmoud and include:

• 3–5 Active Learning Exercises per chapter that are ideal for in-class discussions and group work

The Solutions Manual, prepared by Bruce Watson of Boston University, includes solutions to all end-of-chapter Questions and Problems in the text. It is available in print and downloadable PDFs.

Three flexible PowerPoint Presentation packages make it easy for instructors to design presentation slides that best suit their style and needs:

• Lecture notes with animations of key text exhibits, as well as alternative examples with original static exhibits.
• Exhibits from the text with step-by-step animation
• Static versions of all text exhibits

Each presentation maps to the chapter’s structure and organization and uses terminology used in the text. Steven Yamarik of California State University, Long Beach created the Lecture PowerPoint presentation. Paul Graf of Indiana University, Bloomington prepared the step-by-step instructions for the animated exhibits.

The Test Bank for Macroeconomics was written by Anuradha Gupta and Julia Paul, and edited and reviewed by Todd Fitch of University of California, Berkeley; Gregory Gilpin of Montana State University; Grace O of Georgia State University; Nevin Cavusoglu of James Madison University; and Sang Lee of Southeastern Louisiana University. The Test Bank contains approximately 2,100 multiple-choice, numerical, short-answer, and essay questions. These have been edited and reviewed to ensure accuracy and clarity, and include terminology used in the book. Each question can be sorted by difficulty, book topic, concept covered, and AACSB learning standard to enhance ease of use. The Test Bank is available in Word, PDF, and TestGen formats.

The Test Bank is available in test generator software (TestGen with QuizMaster). TestGen’s graphical interface enables instructors to view, edit, and add questions; transfer questions to tests; and print different forms of tests. Instructors also have the option to reformat tests with varying fonts and styles, margins, and headers and footers, as in any word-processing document. Search-and-sort features let the instructor quickly locate questions and arrange them in a preferred order. QuizMaster, working with your school’s computer network, automatically grades the exams, stores the results on disk, and allows the instructor to view and print a variety of reports.

Instructor’s Resource Center

Instructor resources are available online via our centralized supplements Web site, the Instructor Resource Center (www.pearsonglobaleditions.com). For access or more information, contact your local Pearson representative or request access online at the Instructor Resource Center.
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Facebook doesn’t charge you a penny, so it’s tempting to say, “it’s free.”

Here’s another way to think about it. What do you give up when you use Facebook? That’s a different kind of question. Facebook doesn’t take your money, but it does take your time. If you spend an hour each day on Facebook, you are giving up some alternative use of that time. You could spend that time playing soccer, watching Hulu videos, napping, daydreaming, or listening to music. There are many ways to use your time. For example, a typical U.S. college student employed 7 hours per week earns almost $4,000 in a year—enough to pay the annual lease on a sports car. A part-time job is just one alternative way to use the time that you spend on Facebook. In your view, what is the best alternative use of your Facebook time? That’s the economic way of thinking about the cost of Facebook.

In this chapter, we introduce you to the economic way of thinking about the world. Economists study the choices that people make, especially the costs and benefits of those choices, even the costs and the benefits of Facebook.
Most people are surprised to learn how much ground economics covers. Economists study all human behavior, from a person’s decision to lease a new sports car, to the speed the new driver chooses as she rounds a hairpin corner, to her decision not to wear a seat belt. These are all choices, and they are all fair game to economists. And they are not all directly related to money. Choice—not money—is the unifying feature of all the things that economists study.

In fact, economists think of almost all human behavior as the outcome of choices. For instance, imagine that Dad tells his teenage daughter that she must wash the family car. Though it may not be obvious, the daughter has several options: she can wash it, she can negotiate for an easier chore, she can refuse to wash it and suffer the consequences, or she can move out (admittedly, a drastic response, but still a choice). Obeying one’s parents is a choice, though it may not always feel like one.

**Economic Agents and Economic Resources**

Saying that economics is all about choices is an easy way to remember what economics is. To give you a more precise definition, we first need to introduce two important concepts: economic agents and resource allocation.

An economic agent is an individual or a group that makes choices. Let’s start with a few types of individual economic agents. For example, a consumer chooses to eat bacon cheeseburgers or tofu burgers. A parent chooses to enroll her children in public school or private school. A student chooses to attend his classes or to skip them. A citizen chooses whether or not to vote, and if so, which candidate to support. A worker chooses to do her job or pretend to work while texting. A criminal chooses to hotwire cars or mug little old ladies. A business leader chooses to open a new factory in Chile or China. A senator chooses to vote for or against a bill. Of course, you are also an economic agent because you make an enormous number of choices every day.

Not all economic agents, however, are individuals. An economic agent can also be a group—a government, an army, a firm, a university, a political party, a labor union, a sports team, a street gang. Sometimes economists simplify their analysis by treating these groups as a single decision maker, without worrying about the details of how the different individuals in the group contributed to the decision. For example, an economist might say that Apple prices the iPhone to maximize its profits, glossing over the fact that hundreds of executives participated in the analysis that led to the choice of the price.
**Exhibit 1.1 Examples of Economic Agents**

**Economic agent:** Individual or group that makes choices

- Individual
  - Consumer
  - Boss
  - Kid
  - Parent
  - Pitcher
  - Thief
  - Family
  - Political Party
  - Firm

**Economists** is the study of how agents choose to allocate scarce resources and how those choices affect society.

**Scarcity** is the situation of having unlimited wants in a world of limited resources.

**Scarce resources** are things that people want, where the quantity that people want exceeds the quantity that is available.

The second important concept to understand is that economics studies the allocation of scarce resources. **Scarcity** exists because people have unlimited wants in a world of limited resources. The world does not have enough resources to give everyone everything they want. Consider sports cars. If sports cars were given away for free, there would not be enough of them to go around. Instead, sports cars are sold to the consumers who are willing to pay for them.

The existence of a marketplace for sports cars gives economic agents lots of choices. You have 24 hours to allocate each day—this is your daily budget of time. You choose how many of those 24 hours you will allocate to Facebook. You choose how many of those 24 hours you will allocate to other activities, including a job. If you have a job, you also choose whether to spend your hard-earned wages on a sports car. These kinds of decisions determine how scarce sports cars are allocated in a modern economy: to the consumers who are able and willing to pay for them.

Economists don’t want to impose our tastes for sports cars, hybrids, electric vehicles, SUVs, or public transportation on you. We are interested in teaching you how to use economic reasoning so that you can compare the costs and benefits of the alternative options and make the choices that are best for you.

**Definition of Economics**

We are now ready to define economics precisely. **Economics** is the study of how agents choose to allocate scarce resources and how those choices affect society.

As you might have expected, this definition emphasizes choices. The definition also takes into account how these choices affect society. For example, the sale of a new sports car doesn’t just affect the person driving off the dealer’s lot. The sale generates sales tax, which is collected by the government, which in turn funds projects like highways and hospitals. The purchase of the new car also generates some congestion—that’s one more car in rush-hour gridlock. And it’s another car that might grab the last parking spot on your street. If the new owner drives recklessly, the car may also generate risks to other drivers. The car will also be a source of pollution. Economists study the original choice and its multiple consequences for other people in the world.
Positive Economics and Normative Economics

We now have an idea of what economics is about: people’s choices. But what is the reason for studying choices? Part of the answer is that economists are just curious, but that’s only a small part of the picture. Understanding people’s choices is practically useful for two key reasons. Economic analysis:

1. Describes what people actually do (positive economics).
2. Recommends what people ought to do (normative economics).

The first application is descriptive and the second is advisory.

Positive Economics Describes What People Actually Do Descriptions of what people actually do are objective statements about the world. Such factual statements can be confirmed or tested with data. For instance, it is a fact that in 2010, 50 percent of U.S. households earned less than $52,000 per year. Describing what has happened or predicting what will happen is referred to as positive economics or positive economic analysis.

For instance, consider the prediction that in 2020 U.S. households will save about 5 percent of their income. This forecast can be compared to future data and either confirmed or disproven. Because a prediction is ultimately testable, it is part of positive economics.

Normative Economics Recommends What People Ought to Do Normative economics, the second of the two types of economic analysis, advises individuals and society on their choices. Normative economics is about what people ought to do. Normative economics is almost always dependent on subjective judgments, which means that normative analysis depends at least in part on personal feelings, tastes, or opinions. So whose subjective judgments do we try to use? Economists believe that the person being advised should determine the preferences to be used.

For example, if an economist were helping a worker to decide how much to save for retirement, the economist would first ask the worker about her own preferences. Suppose the worker expressed a high degree of patience—“I want to save enough so I can maintain my level of expenditure when I retire.” In this case, the economist would recommend a saving rate that achieves the worker’s desire for steady consumption throughout her life—about 10 to 15 percent of income for most middle-income families. Here the economist plays the role of engineer, finding the saving rate that will deliver the future level of retirement spending that the worker wants.

The economist does not tell the worker what degree of patience to have. Instead, the economist asks the worker about her preferences and then recommends a saving rate that is best for the worker given her preferences. In the mind of most economists, it is legitimate for the worker to choose any saving rate, as long as she understands the implications of that saving rate for expenditure after retirement.

Normative Analysis and Public Policy Normative analysis also generates advice to society in general. For example, economists are often asked to evaluate public policies, like taxes or regulations. When public policies have winners and losers, citizens tend to have opposing views about the desirability of the government program. One person’s migratory bird sanctuary is another person’s mosquito-infested swamp. Protecting a wetland with environmental regulations benefits bird-watchers but harms landowners who plan to develop that land.

When a government policy has winners and losers, economists will need to make some ethical judgments to conduct normative analysis. Economists must make ethical judgments whenever we evaluate policies that make one group worse off so another group can be made better off.

Ethical judgments are usually unavoidable when economists think about government policies, because there are very few policies that make everyone better off. Deciding whether the costs experienced by the losers are justified by the benefits experienced by the winners is partly an ethical judgment. Is it ethical to create environmental regulations that prevent a real estate developer from draining a swamp so he can build new homes? What if...
those environmental regulations protect migratory birds that other people value? Are there other solutions to this seemingly unresolvable problem? Should the government try to buy the land from the real estate developer? And if land purchasing is the government’s policy, how should society determine the price that the government offers the developer? Should the developer be forced to sell at that price? These public policy questions—which all ask what society should do—are normative economic questions.

**Microeconomics and Macroeconomics**

There is one other distinction that you need to know to understand the scope of economics. Economics can be divided into two broad fields of study, though many economists do a bit of both. Microeconomics is the study of how individuals, households, firms, and governments make choices, and how those choices affect prices, the allocation of resources, and the well-being of other agents. For example, microeconomists design policies that reduce pollution. Because global warming is partially caused by carbon emissions from coal, oil, and other fossil fuels, microeconomists design policies to reduce the use of these fuels. For example, a “carbon tax” targets carbon emissions. Under a carbon tax, relatively carbon-intensive energy sources—like coal power plants—pay more tax per unit of energy produced than energy sources with lower carbon emissions—like wind farms. Microeconomists have the job of designing carbon taxes and determining how such taxes will affect the energy usage of households and firms. In general, microeconomists are called upon whenever we want to understand a small piece of the overall economy.

Macroeconomics is the study of the economy as a whole. Macroeconomists study economy-wide phenomena, like the growth rate of a country’s total economic output, or the percentage increase in overall prices (the inflation rate), or the fraction of the labor force that is looking for work but cannot find a job (the unemployment rate). Macroeconomists design government policies that improve overall, or “aggregate,” economic performance.

For example, macroeconomists try to identify the best policies for stimulating an economy that is experiencing a sustained period of negative growth—in other words, an economy in recession. During the 2007–2009 financial crisis, when housing prices were plummeting and banks were failing, macroeconomists had their hands full. It was their job to explain why the economy was contracting and to recommend policies that would bring it back to life.

**1.2 Three Principles of Economics**

You now have a sense of what economics is about. But you might be wondering what distinguishes it from the other social sciences, including, anthropology, history, political science, psychology, and sociology. All of the social sciences study human behavior, so what sets economics apart?

Economists emphasize three key concepts.

1. **Optimization**: We have explained economics as the study of people’s choices. The study of all human choices may initially seem like an impossibly huge topic. And at first glance, choosing a double-bacon cheeseburger at McDonalds does not appear to have much in common with a corporate executive’s decision to build a $500 million laptop factory in China. Economists have identified some powerful concepts that unify the enormous range of choices that economic agents make. One such insight is that all choices are tied together by optimization: people decide what to do by consciously or unconsciously weighing all of the known pros and cons of the different available options and trying to pick the best feasible option. In other words, people make choices that are motivated by calculations of benefits and costs.
1.3 The First Principle of Economics: Optimization

Let’s now consider our first principle in more detail. Economics is the study of choices, and economists have a theory about how choices are made. Economists believe that economic agents try to optimize, meaning that economic agents try to choose the best feasible option, given the information that they have. Feasible options are those that are available and affordable to an economic agent. If you have $10 in your wallet and no credit/debit/ATM cards, then a $5 Big Mac is a feasible lunch option, while a $50 filet mignon is not.

The concept of feasibility goes beyond the financial budget of the agent. There are many different constraints that determine what is feasible. For instance, it is not feasible to work more than 24 hours in a day. It is not feasible to attend meetings (in person) in New York and Beijing at the same time.

The definition of optimization also refers to the information available at the time of the choice. For example, if you choose to drive from San Diego to Los Angeles and your car is hit by a drunk driver, you are unlucky but you haven’t necessarily failed to optimize. As long as you made your travel plans taking into account the realistic risk of a car crash, then you have optimized. Optimization means that we weigh the potential risks in a decision, not that we perfectly foresee the future. When someone chooses the best feasible option given the information that is available, economists say that the decision maker is being rational or, equivalently, he or she is exhibiting rationality. Rational action does not require a crystal ball, just a logical appraisal of the costs, benefits, and risks associated with each decision.

On the other hand, if you decide to let a friend drive you from San Diego to Los Angeles and you know that your friend has just had a few beers, this is probably a case in which you failed to optimize. It is important to note that the test of optimization is the quality of your decision, and not the outcome. If you arrive at your destination without a crash, that would still (probably) be a suboptimal choice, because you got lucky despite making a bad decision.

We devote much of this book to the analysis of optimization. We explain how to optimize, and we discuss lots of evidence that supports the theory that economic agents usually optimize. We also discuss important cases where behavior deviates from optimization. In the cases where agents fail to optimize, normative economic analysis can help them realize their mistakes and make better choices in the future.

Finally, it is important to note that what we optimize varies from person to person and group to group. Although most firms try to maximize profits, most economic agents are not
trying to maximize only income. If that were our goal, we’d all work far more than 40 hours per week and we’d keep working well past retirement age. Most households are trying to optimize overall well-being, which requires income, leisure, health, and a host of other factors (like social networks and a sense of purpose in life). Most governments are trying to optimize a complex mix of policy goals. For most economic agents, optimization is not just about how much money we have.

Trade-offs and Budget Constraints

To understand optimization, you need to understand trade-offs. **Trade-offs** arise when some benefits must be given up in order to gain others. Think about Facebook. If you spend an hour on Facebook, then you cannot spend that hour doing other things. For example, you cannot work at most part-time jobs at the same time you are editing your Facebook profile.

Economists use budget constraints to describe trade-offs. A **budget constraint** is the set of things that a person can choose to do (or buy) without breaking her budget.

Here’s an illustration. Suppose that you can do only one of two activities with your free time: work at a part-time job or surf the Web. Suppose that you have 5 free hours in a day (once we take away necessities like sleeping, eating, bathing, attending classes, doing problem sets, and studying for exams). Think of these 5 free hours as your budget of free time. Then your budget constraint would be:

\[
5 \text{ hours} = \text{Hours surfing the Web} + \text{Hours working at part-time job.}
\]

This budget constraint equation implies that you face a trade-off. If you spend an extra hour surfing the Web, you need to spend one less hour working at a part-time job. Likewise, if you spend an extra hour working at the part-time job, you need to spend one less hour surfing the Web. More of one activity implies less of the other. We can see this in Exhibit 1.2, where we list all of the ways that you could allocate your 5 free hours.

Budget constraints are useful economic tools because they quantify trade-offs. When economists talk about the choice that an economic agent faces, the economist first specifies the budget constraint.

Opportunity Cost

We are now ready to introduce another critical tool in the optimization toolbox: opportunity cost. Our Web surfing example provides an illustration of the concept. The time that we spend on the Web is time that we could have spent in some other way: playing basketball, jogging, daydreaming, sleeping, calling a friend, catching up on e-mail, working on a problem set, working at a part-time job, and so on. You implicitly sacrifice time on these alternative activities when you spend time surfing the Web (unless you secretly use Facebook while you are being paid for a job—in this case, please keep your boss off your friend list).

Try generating your own list of alternative activities that are squeezed out when you surf the Web. Think about the best alternative to Web surfing, and put that at the top; then work down from there. Your list illustrates the concept of opportunity cost; you can either spend

---

**Exhibit 1.2 Possible Allocations of 5 Free Hours (Round Numbers Only)**

Each row reports a different way that a person could allocate 5 free hours, assuming that the time must be divided between surfing the Web and working at a part-time job. To keep things simple, the table only reports allocations in round numbers.
Opportunity cost is the best alternative use of a resource.

a specific hour of your day surfing the Web or on some other activity. In most situations you can’t simultaneously do both.

Evaluating trade-offs like this can be difficult because so many options are under consideration. Economists tend to focus on the best alternative activity. We refer to this best alternative activity as the **opportunity cost**. This is what an optimizer is effectively giving up when she surfs the Web.

The importance of opportunity cost is clear once we remember that resources are limited, or scarce. Whenever we do one thing, something else gets squeezed out. When you surf the Web for an hour, some other activity is reduced by an hour, though you may not think about it at the time. You can’t write a term paper and update your Facebook page at the same time. Even if you only postpone the term paper, something else has got to give when that postponed time comes up. (Studying for the economics final?) Optimization requires that you take account of the opportunity cost of whatever you are doing. In essence, an optimizer always considers how else she could be using her limited resources.

Here’s another example to drive home the concept. Assume that your family is taking a vacation over spring break. Your choices are a Caribbean cruise, a trip to Miami, or a trip to Los Angeles. (Assume that they all have the same monetary cost and use the same amount of time.) If your first choice is the cruise and your second choice is Miami, then your opportunity cost of taking the cruise is the Miami trip.

The concept of opportunity cost applies to all resources, not just your time budget of 24 hours each day. Suppose that a woodworker has a beautiful piece of maple that can be used to make a sculpture, or a bowl, or a picture frame. (Assume that they all use the same amount of wood and take the same amount of time.) If the woodworker’s first choice is the sculpture and the second choice is the bowl, then the bowl is the opportunity cost of making the sculpture.

**Assigning a Monetary Value to an Opportunity Cost** Economists sometimes try to put a monetary value on opportunity cost. Translating benefits and costs into monetary units, like dollars or yen, makes everything easier to analyze. One way to estimate the monetary value of an hour of your time is to analyze the consequences of taking a part-time job or working additional hours at the part-time job you already have.

The opportunity cost of your time is at least the net benefit that you would receive from a job (assuming that you can find one that fits your schedule). Here’s why. A part-time job is one item in the long list of alternatives to surfing the Web. If the part-time job is at the top of your list, then it’s the best alternative, and the part-time job is your opportunity cost of surfing the Web. What if the part-time job is not at the top of your list, so it’s not the best alternative? Then the best alternative is even better than the part-time job, so the best alternative is worth more than the part-time job. To sum up, your opportunity cost is either the net benefit of a part-time job or a value that is even greater than that.

To turn these insights into something quantitative, it helps to note that the median wage for U.S. workers between 16 and 24 years of age was $11.35 per hour in 2013—this data is from the U.S. Bureau of Labor Statistics. However, a job has many attributes other than the wage you are paid: unpleasant tasks (like being nice to obnoxious customers), on-the-job training, friendly or unfriendly coworkers, and résumé building, just to name a few.

If we ignore these non-wage attributes, the benefit of an hour of work is just the wage (minus taxes paid). On the other hand, if the positive and negative non-wage attributes don’t cross each other out, the calculation is much harder. To keep things simple, we’ll focus only on the after-tax wage in the analysis that follows—about $10 per hour for young workers—but we urge you to keep in mind all of the non-wage consequences that flow from a job.

**Cost-Benefit Analysis**

Let’s use opportunity cost to solve an optimization problem. Specifically, we want to compare a set of feasible alternatives and pick the best one. Economists call this process **cost-benefit analysis**. Cost-benefit analysis is a calculation that adds up costs and benefits using a common unit of measurement, like dollars. It is used to identify the alternative that has the greatest net benefit, which is equivalent to benefits minus costs.
To see these ideas in action, suppose that you and a friend are going to Miami Beach from Boston for spring break. The only question is whether you should drive or fly. Your friend argues that you should drive because splitting the cost of a rental car and gas “will only cost $200 each.” He tries to seal the deal by pointing out “that’s much better than a $300 plane ticket.”

To analyze this problem using cost-benefit analysis, you need to list all of the costs and benefits of driving relative to the alternative of flying. You then need to translate those costs and benefits into a common unit of measurement.

From a benefit perspective, driving saves you $100—the difference between driving expenses of $200 and a plane ticket of $300. From a cost perspective, driving costs you an extra 40 hours of time—the difference between 50 hours of round-trip driving time and about 10 hours of round-trip airport/flying time. Spending 40 extra hours traveling is a cost of driving.

But we still don’t know whether driving is a good idea or a bad idea, because we haven’t yet expressed everything in common units. Suppose the opportunity cost of your time is $10 per hour (slightly below the median wage for U.S. workers between ages 16 and 24). This is the value of your time. Then the net benefit of driving relative to flying is

\[
($100 \text{ Cost saving}) - (40 \text{ Hours of additional travel time}) \times ($10/\text{hour}) = $100 - $400 = -$300.
\]

Hence, the net benefit of driving is overwhelmingly negative. An optimizer would choose to fly.

Your decision about travel to Miami is a simple example of cost-benefit analysis, which is a great tool for collapsing all sorts of things down to a net dollar benefit. This book will guide you in making such calculations. If you are making choices as to which house to buy, which job to take, or whether Medicare should pay for heart transplants, cost-benefit analysis can help. Economists are not popular for making some of these “cold-hearted” calculations, but it’s nonetheless useful to be able to quantitatively analyze difficult decisions.

To an economist, cost-benefit analysis and optimization are the same thing. When you pick the option with the greatest net benefits—benefits minus costs—you are optimizing. So cost-benefit analysis is useful for *normative* economic analysis. It enables an economist to determine what an individual or a society should do. Cost-benefit analysis also yields many useful positive economic insights. In most cases, cost-benefit analysis correctly predicts the choices made by actual consumers.

---

**Evidence-Based Economics**

**Q: Is Facebook free?**

We can now turn to the question we posed at the beginning of the chapter. By now you know that Facebook has an opportunity cost—the best alternative use of your time. We will now estimate this cost. To do this, we’re going to need some data. Whenever you see a section in this textbook titled “Evidence-Based Economics,” you’ll know that we are using data to analyze an economic question.

In 2013, Web users worldwide spent 250 million hours on Facebook each day. On a per person basis, each of the nearly 1 billion Facebook users allocated an average of 15 minutes per day to the site. College students used Facebook more intensively. The average college student spent about an hour per day on Facebook.
We estimate that the time spent worldwide on Facebook has an *average* opportunity cost of $5 per hour. We generated this estimate with a back-of-the-envelope—in other words, approximate—calculation that averages together every Facebook user’s opportunity cost.

Here’s how we did the calculation. First, we assume that users in the developed world—which represents wealthy countries such as France, Japan, and the United States—have an opportunity cost of $9 per hour, which is a typical minimum wage in a developed country. Employers are legally required to pay at least the minimum wage, and most workers in developed countries get paid much more than this. Even people who choose not to work still value their time, since it can be used for lots of good things like napping, texting, dating, studying, playing angry birds, and watching movies. It’s reasonable to guess that these nonworkers—for instance, students—will also have an opportunity cost of at least the minimum wage.

Second, we assume that Facebook users in the developing world—which represents all countries, except the developed countries—have a relatively lower opportunity cost of time. We assume that Facebook users in the developing countries have an opportunity cost of $1 per hour—for instance, their employment opportunities are far less favorable than those in the developed world.

To evaluate the reasonableness of these estimates, ask yourself this question: “How much would someone need to pay *you* to take away an hour of your free time?” Does your answer correspond more closely to our estimate for the developed world ($9/hour) or the developing world ($1/hour)?

About half of Facebook users live in developed countries and half live in developing countries, so, given our assumptions, the average opportunity cost is \((1/2) \times 9 + (1/2) \times 1 = 5\) per hour. Accordingly, the *total* opportunity cost of time spent on Facebook is calculated by multiplying the total number of hours spent on Facebook each day, by the average opportunity cost of time per hour:

\[
\left( \frac{250 \text{ million hours}}{\text{day}} \right) \left( \frac{5}{\text{hour}} \right) = \left( \frac{1.25 \text{ billion}}{\text{day}} \right).
\]

Multiplying this by 365 days per year yields an annualized opportunity cost of over $450 billion. This is an estimate of the cost of Facebook. As you have seen, this is only a crude approximation, since we can’t directly observe the opportunity cost of each person’s time.

We can also think about this calculation another way. If people had substituted their time on Facebook for work with average pay of $5 per hour, the world economy would have produced about $450 billion more measured output in 2013. This is more than the annual economic output of Austria.

Finally, we can also estimate the opportunity cost of a typical U.S. college student who spends 1 hour per day on Facebook. Assuming that this student’s opportunity cost is equal to $10 per hour, the opportunity cost is $3,650 per year.

\[
(10/\text{hour}) \times (365 \text{ hours/year}) = 3,650 \text{ per year}.
\]

We chose $10 per hour for the opportunity cost, since the median before-tax wage of 16- to 24-year-old U.S. workers was $11.35 per hour in 2013, and such low-income workers don’t pay much in taxes.

So far, we have gone through a purely positive economic analysis, describing the frequency of Facebook usage and the trade-offs that this usage implies. None of this analysis, however, answers the related question: Are Facebook and other social networking sites worth it? We’ve seen that the time spent on sites like these is costly because it has valuable alternative uses. But Facebook users are deriving substantial benefits that may justify this allocation of time. For example, social networking sites keep us up-to-date
Evidence-Based Economics (Continued)

Exhibit 1.3 What Could You Buy with $3,650?

<table>
<thead>
<tr>
<th></th>
<th>Cost per unit</th>
<th>Number of units</th>
<th>Total cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starbucks cappuccino</td>
<td>$4</td>
<td>52 cups</td>
<td>$208</td>
</tr>
<tr>
<td>iPhone</td>
<td>$400</td>
<td>1</td>
<td>$400</td>
</tr>
<tr>
<td>Roundtrip: NYC to Paris</td>
<td>$1,000</td>
<td>1</td>
<td>$1,000</td>
</tr>
<tr>
<td>Hotel in Paris</td>
<td>$250</td>
<td>4 nights</td>
<td>$1,000</td>
</tr>
<tr>
<td>Roundtrip: NYC to U.S. Virgin Islands</td>
<td>$300</td>
<td>1</td>
<td>$300</td>
</tr>
<tr>
<td>Hotel in Virgin Islands</td>
<td>$180</td>
<td>4 nights</td>
<td>$720</td>
</tr>
<tr>
<td>11 iPhone apps</td>
<td>$2</td>
<td>11</td>
<td>$22</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td><strong>$3,650</strong></td>
</tr>
</tbody>
</table>

Everyone would choose to spend $3,650 in their own particular way. This list illustrates one feasible basket of goods and services. Note that this list includes just the monetary costs. A complete economic analysis would also include the opportunity cost of the time that you’ll need to consume them.

on the activities of our friends and family. They facilitate the formation of new friendships and new connections. And Facebook and similar sites are entertaining.

Because we cannot easily quantify these benefits, we’re going to leave that analysis to you. Economists won’t tell you what to do, but we will help you identify the trade-offs that you are making in your decisions. Here is how an economist would summarize the normative question that is on the table:

Assuming a $10 per hour opportunity cost, the opportunity cost of using Facebook for an hour per day is $3,650 per year. Do you receive benefits from Facebook that exceed this opportunity cost?

Economists don’t want to impose their tastes on other people. In the view of an economist, people who get big benefits from intensive use of Facebook should stay the course. Economists don’t want to dictate choices. Instead, we want economic agents to recognize the implicit trade-offs that are being made. Economists are interested in helping people make the best use of scarce resources like budgets of money and time. In many circumstances, people are already putting their resources to best use. Occasionally, however, economic reasoning can help people make better choices.

<table>
<thead>
<tr>
<th>Question</th>
<th>Answer</th>
<th>Data</th>
<th>Caveat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is Facebook free?</td>
<td>No. The opportunity cost of Facebook was $450 billion dollars in 2013.</td>
<td>Facebook usage statistics provided by Facebook.</td>
<td>We can only crudely estimate opportunity cost for Facebook’s 1 billion worldwide users.</td>
</tr>
</tbody>
</table>
In most economic situations, you aren’t the only one trying to optimize. Other people’s behavior will influence what you decide to do. Economists think of the world as a group of economic agents who are interacting and influencing one another’s efforts at optimization. Recall that *equilibrium* is the special situation in which everyone is optimizing, so nobody would benefit personally by changing his or her own behavior.

An important clarification needs to accompany this definition. When we say that nobody would benefit personally by changing his or her own behavior, we mean that nobody believes they would benefit from such a change. In equilibrium, all economic agents are making their best feasible choices taking into account all of the information they have, including their beliefs about the behavior of others. We could rewrite the definition by saying that in equilibrium, nobody *perceives* that they will benefit from changing their own behavior.

To build intuition—which means understanding—for the concept of equilibrium, consider the length of the regular checkout lines at your local supermarket (ignore the express lines). If any line has a shorter wait than the others, optimizers will choose that line. If any line has a longer wait than the others, optimizers will avoid that line. So the short lines will attract shoppers, and the long lines will drive them away. And it’s not just the length of the lines that matters. You pick your line by estimating which line will move the fastest, which incorporates everything that you can see, including the number of items in each person’s shopping cart. Economists say that “in equilibrium” all of the checkout lines will have roughly the same wait time. When the wait times are expected to be the same, no shopper has an incentive to switch lines. In other words, nobody perceives that they will benefit by changing their behavior.

Here’s another example. Suppose the market price of gasoline is $3/gallon and the gasoline market is in equilibrium. Three conditions will need to be satisfied.

1. The amount of gasoline produced by gasoline sellers—oil companies—will equal the amount of gasoline purchased by buyers.
2. Oil companies will only operate wells where they can extract oil and produce gasoline at a cost that is less than the market price of gasoline: $3/gallon.
3. The buyers of gasoline will only use it for activities that are worth at least $3/gallon—like driving to their best friend’s wedding—and they won’t use it for activities that are worth less than $3/gallon—like visiting their least favorite relatives. When gas prices go up, who in the family can’t make it for Thanksgiving?

In equilibrium, both the sellers and the buyers of gasoline are optimizing, given the market price of gasoline. Nobody would benefit by changing his or her behavior.

In this book, we often study the behavior of groups of economic agents. A group could be 2 chess players; or 30 participants in an eBay auction; or millions of investors buying and selling shares on the New York Stock Exchange; or billions of households buying gasoline to fuel their tractors, trucks, mopeds, motorcycles, and cars. In all these cases, we study the equilibrium that emerges when all of these economic agents interact. In other words, we examine these environments using the assumption that everyone is constantly simultaneously optimizing—for instance, at every move in a chess game and during every trade on the New York Stock Exchange. Economists believe that this...
equilibrium analysis provides a good description of what actually happens when groups of people interact.

**The Free-Rider Problem**

Let’s use the concept of equilibrium to analyze an economic problem that may interest you: roommates. Assume that five roommates live in a rented house. The roommates can spend some of their free time contributing to the general well-being of the group by throwing away used pizza boxes and soda cans and otherwise cleaning up after themselves. Or they can spend all their free time on activities that only benefit themselves—for instance, watching YouTube videos or listening to Pandora.

It would be beneficial to the group if everyone chipped in and did a little cleaning. But each of the five roommates has an incentive to leave that to others. If one roommate spends 30 minutes doing the dishes, all the other roommates benefit without having to lift a finger. Consequently, rentals with lots of roommates are often a mess.

Lazy roommates are an example of something that economists call the **free-rider problem**. Most people want to let someone else do the dirty work. We would like to be the free riders who don’t contribute but still benefit from the investments that others make.

Sometimes free riders get away with it. When there are very few free riders and lots of contributors, the free riders might be overlooked. For example, a small number of people sneak onto public transportation without paying. These turnstile jumpers are such a small group that they don’t jeopardize the subway system. But if everyone started jumping turnstiles, the subway would soon run out of cash.

In the subway system, free riding is discouraged by security patrols. In rooming groups, free riding is discouraged by social pressure. Even with these “punishment” techniques, free riding is sometimes a problem because it’s not easy to catch the free rider in the act. It’s possible to slip over a turnstile in a quiet subway station. It’s easy to leave crumbs on the couch when nobody is watching.

People’s private benefits are often out of sync with the public interest. Jumping the subway turnstile is cheaper than paying for a subway ticket. Watching YouTube is more fun than sweeping up the remains of last night’s party. Equilibrium analysis helps us predict the behavior of groups of people and understand why free riding occurs. People sometimes pursue their own private interests and don’t contribute voluntarily to the public interest. Unfortunately, selfless acts—like those of a war hero—are exceptional, and selfish acts are more common. When people in a group act, each member of the group might do what’s best for himself or herself instead of acting in a way that optimizes the well-being of the entire group.

Equilibrium analysis helps us design special institutions—like financial contracts—that reduce or even eliminate free riding. For example, what would happen in the rooming group if everyone agreed to pay $5 per week so the roommates could hire a cleaning service? It would be easier to enforce $5 weekly payments than to monitor compliance with the rule “clean up after yourself, even when nobody is here to watch you.” Pizza crumbs don’t have name tags. So equilibrium analysis explains why individuals often fail to serve the interest of the group and how the incentive structure can be redesigned to fix these problems.

**1.5 The Third Principle of Economics: Empiricism**

Economists test their ideas with data. We call such evidence-based analysis, empirical analysis or empiricism. Economists use data to determine whether our theories about human behavior—like optimization and equilibrium—match up with actual human behavior.
Of course, we want to know if our theories fail to explain what is happening in the world. In that case, we need to go back to the drawing board and come up with better theories. That is how economic science, and science in general, progresses.

Economists are also interested in understanding what is causing things to happen in the world. We can illustrate what causation is—and is not—via a simple example. Hot days and crowded beaches tend to occur at the same time of the year. What is the cause and what is the effect here? It is, of course, that hot days cause people to go swimming. It is not that swimming causes the outside air temperature to rise.

But there are other cases when cause and effect are hard to untangle. Does being relatively smart cause people to go to college? Or does going to college cause people to be relatively smart? Or do both directions of causation apply?

We’ll come back to the topic of empiricism in general, and causality in particular, in great detail in Chapter 2. Sometimes causes are easy to determine but sometimes identifying cause and effect requires great ingenuity.

### 1.6 Is Economics Good for You?

Is taking this course good for you? Let’s start by thinking about the costs. Though opportunity costs are often hard to see, they are still important. The key opportunity cost of this course is another course that you won’t be able to take during the time spent as a student. What other course did economics crowd out? Japanese history? Biochemistry? Russian poetry? If you are taking the two-semester version of this course, then you need to consider the two other courses that economics is crowding out.

Now consider the benefits of an economics education. The benefits come in a few different forms, but the biggest benefit is the ability to apply economic reasoning in your daily life. Whether you are deciding how much to spend on a date, where to go on vacation, or how to keep an apartment with four other roommates clean, economic reasoning will improve the quality of your decisions. These benefits will continue throughout your life as you make important decisions, such as where to invest your retirement savings and how to secure the best mortgage.

Most decisions are guided by the logic of costs and benefits. Accordingly, you can use positive economic analysis to predict other people’s behavior. Economics illuminates and clarifies all human behavior.

We also want you to use economic principles when you give other people advice and when you make your own choices. This is normative economics. Learning how to make good choices is the biggest benefit you’ll realize from learning economics. That’s why we have built our book around the concept of decision making. Looking at the world through the economic lens puts you at an enormous advantage throughout your life.

We also think that economics is a lot of fun. Understanding people’s motivations is fascinating, particularly because there are many surprising insights along the way.

To realize these payoffs, you’ll need to connect the ideas in this textbook to the economic activities around you. To make those connections, keep a few tips in mind:

- You can apply economic tools such as trade-offs and cost-benefit analysis to any economic decision. Learn to use them in your own daily decisions. This will help you master the tools and also appreciate their limitations.
- Even if you are not in the midst of making a decision, you will learn a lot of economics by keeping your eyes open when you walk through any environment in which people are using or exchanging resources. Think like an economist the next time you find yourself in a supermarket, a used car dealership, a soccer match, or a poker game.
- The easiest way to encounter economic ideas is to keep up with what’s happening in the world. Go online and read a national newspaper like the *New York Times* or the *Wall Street Journal*. News magazines will also do the job. There’s even a newsmagazine called *The Economist*, which is required reading for prime ministers.
and presidents. Almost every page of any magazine—including People, Sports Illustrated, and Vogue—describes events driven by economic factors. Identifying and understanding these forces will be a challenge. But over time, you’ll find that it gets very easy to recognize and interpret the economic story behind every headline.

Once you realize that you are constantly making economic choices, you’ll understand that this course is only a first step. You’ll discover the most important applications outside class and after the final exam. The tools of economics will improve your performance in all kinds of situations—making you a better businessperson, a better consumer, and a better citizen. Keep your eyes open and remember that every choice is economics in action.

Summary

Economics is the study of how agents choose to allocate scarce resources and how those choices affect society. Economics can be divided into two kinds of analysis: positive economic analysis (what people actually do) and normative economic analysis (what people ought to do). There are two key topics within economics: microeconomics (individual decisions and individual markets) and macroeconomics (the total economy).

Economics is based on three key principles: optimization, equilibrium, and empiricism.

Choosing the best feasible option, given the available information, is optimization. To optimize, an economic agent needs to consider many issues, including trade-offs, budget constraints, opportunity costs, and cost-benefit analysis.

Equilibrium is a situation in which nobody would benefit personally by changing his or her own behavior.

Economists test their ideas with data. We call such evidence-based analysis empirical analysis or empiricism. Economists use data to determine whether our theories about human behavior—like optimization and equilibrium—match actual human behavior. Economists also use data to determine what is causing things to happen in the world.
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Questions

Select questions are available in MyEconLab for practice and instructor assignment.

1. Give examples to explain how economic analysis can be positive and normative.
2. Economists think of almost all human behavior as the outcome of choices. Do you agree with this statement? Based on your reading of the chapter, how would you define economics?
3. Examine the following statements and determine if they are normative or positive in nature. Explain your answer.
   a. The U.S. automotive industry registered its highest growth rate in 5 years in 2012; U.S. auto sales increased by 13% compared to those in 2011.
   b. The U.S. government should increase carbon taxes to reduce carbon emissions that cause global warming.
4. How is the discussion of the impact of an increase in the demand for Samsung mobile phones produced in South Korea different in microeconomics and macroeconomics?
5. What does a budget constraint represent? How do budget constraints explain the trade-offs that consumers face?
6. This chapter introduced the idea of opportunity cost.
   a. What is meant by opportunity cost? How are the opportunity costs of various choices compared?
   b. What is the opportunity cost of taking a year after graduating from high school and backpacking across Europe? Are people who do so being irrational?
7. Suppose your New Year’s resolution is to get back in shape. You are considering various ways of doing this: you can sign up for a gym membership, walk to work, take the stairs instead of the elevator, or watch your diet. How would you evaluate these options and choose an optimal one?
8. Suppose the market price of corn is $5.50 per bushel. What are the three conditions that will need to be satisfied for the corn market to be in equilibrium at this price?
9. Economists are often concerned with the free-rider problem.
   a. What is meant by free riding? Explain with an example.
   b. Are public parks subject to the free-rider problem? What about keeping city streets clean? Explain your answer.
10. “Scarcity exists because people have unlimited wants in a world of limited resources.” Explain this statement by giving a real-life example.
11. Identify cause and effect in the following examples:
   a. Lower infant mortality and an improvement in nutrition
   b. A surge in cocoa prices and a pest attack on the cocoa crop that year

Problems

Select problems are available in MyEconLab for practice and instructor assignment.

1. In an episode of the sitcom Seinfeld, Jerry and his friends Elaine and George are waiting to be seated at a Chinese restaurant. Tired of waiting, Elaine convinces the others that they should bribe the maître d’ to get a table.
   a. What factors should they consider when they are deciding how high to make their bribe?
   b. Jerry, Elaine, and George had tickets for a movie after dinner. How would this have affected the amount that they were willing to pay as a bribe?
   c. The amount that they finally decide to pay is higher than the value of the meal that they would have had. Does this mean that they are being irrational?

Adapted from: http://yadayadayadaecon.com/clip/10/

2. You are thinking about buying a house. You find one you like that costs $200,000. You learn that your bank will give you a mortgage for $160,000 and that you will have to use all of your savings to make the down payment of $40,000. You calculate that the mortgage payments, property taxes, insurance, maintenance, and utilities would total $950 per month. Is $950 the cost of owning the house?

What important factor(s) have you left out of your calculation of the cost of ownership?

3. Suppose the market for oranges in an economy is displaying an equilibrium price of $2 per kilogram. Based on this situation, what is your understanding of optimization?

4. By taking the train, Alain can travel from Paris to Lille in 1 hour. The same trip takes 5 hours by bus. The train costs €80 and the bus €20. When Alain is not traveling he can work and earn €25 per hour.
   a. What are the opportunity costs of traveling by bus and train for Alain?
   b. Will the answer change if another person chooses not to travel and work for €10 per hour? What is the new opportunity cost?

5. There is an old saying that “The proof of the pudding is in the eating,” which means that by definition good decisions work out well and poor decisions work out badly. The following scenarios ask you to consider the wisdom of this saying.
   a. Your friends live in a city where it often rains in May. Nonetheless, they plan a May outdoor wedding and...
have no backup plan if it does rain. The weather turns out to be lovely on their wedding day. Do you think your friends were being rational when they made their wedding plans? Explain.

b. You usually have to see a doctor several times each year. You decided to buy health insurance at the start of last year. It turns out you were never sick last year and never had to go the doctor. Do you think you were being rational when you decided to buy health insurance? Explain.

c. Given your answers to the first two parts of this question, do you agree or disagree that “The proof of the pudding is in the eating?” Explain.

6. Consider the following three statements:
   i. You can either stand during a college football game or you can sit. You believe that you will see the game very well if you stand and others sit but that you will not be able to see at all if you sit and others stand. You therefore decide to stand.
   ii. Your friend tells you that he expects many people to stand at football games.
   iii. An economist studies photos of many college football games and estimates that 75 percent of all fans stand and 25 percent sit.

Which of these statements deals with optimization, which deals with equilibrium, and which deals with empiricism? Explain.

7. John can either drive himself to the airport or take a cab. Driving a distance of 20 kilometers to the airport might be exhausting for him, especially since he expects to run into rush-hour traffic. On the other hand, if he takes a cab, he would be relying on the driver to get him to the airport and it will cost him a little more. Using the cost-benefit analysis, help John decide what he should do.

8. This chapter discussed the free-rider problem. Consider the following two situations in relation to the free-rider concept.
   a. The Taft-Hartley Act (1947) allows workers to be employed at a firm without joining the union at their workplace or paying membership fees to the union. This arrangement is known as an open shop. Considering that unions negotiate terms of employment and wages on behalf of all the workers at a firm, why do you think that most unions are opposed to open shops?
   b. For your business communication class, you are supposed to work on a group assignment in a team of six. You soon realize that a few of your team members do not contribute to the assignment but get the same grade as the rest of the team. If you were the professor, how would you redesign the incentive structure here to fix this problem?
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Economic Methods and Economic Questions

Is college worth it?

If you are reading this book, there is a good chance that you are either in college or thinking about taking the plunge. As you know, college is a big investment. Tuition averages almost $2,500 per year at community colleges, almost $5,000 per year at public colleges, and almost $25,000 per year at private colleges. And that’s not the only cost. Your time, as we have seen, is worth $10 or more per hour—this time value adds at least $20,000 per year to the opportunity cost of a college education.

As with any other investment, you’d like to know how a college education is going to pay you back. What are the “returns to education,” and how would you measure them? In this chapter you’ll see that you can answer such questions with models and data.

CHAPTER OUTLINE

2.1 EBE 2.2 EBE 2.3
The Scientific Method How much more do workers with a college education earn? How much do wages increase when an individual is compelled by law to get an extra year of schooling? Economic Questions and Answers
Recall that empiricism—using data to analyze the world—is the third key principle of economics. We explored the first two principles—optimization and equilibrium—in the previous chapter. Empiricism is the focus of this chapter.

Empiricism is at the heart of all scientific analysis. The scientific method is the name for the ongoing process that economists, other social scientists, and natural scientists use to:

1. Develop models of the world
2. Test those models with data—evaluating the match between the models and the data

Economists do not expect this process to reveal the “true” model of the world, since the world is vastly complex. However, economists do expect to identify models that are useful in understanding the world. Testing with data enables economists to separate the good models—those that approximately match the data—from the bad models. When a model is overwhelmingly inconsistent with the data, economists try to fix the model or replace it altogether. We believe that this process enables us to find more useful models that help to explain the past and to predict the future with some confidence. In this section, we explain what a model is and how a model can be tested with data.

Models and Data

Everyone once believed that the earth was flat. We now know that it is more like a beach ball than a Frisbee. Yet the flat-earth model is still actively used. Go into a gas station and you’ll find only flat road maps for sale. Consult your GPS receiver and you’ll also see flat maps. Nobody keeps a globe in the glove compartment.

Flat maps and spherical globes are both models of the surface of the earth. A model is a simplified description, or representation, of the world. Sometimes, economists will refer to a model as a theory. These terms are often used interchangeably.

All scientific models make predictions that can be checked with data.
Data are facts, measurements, or statistics that describe the world.

Exhibit 2.1 Flying from New York to Tokyo Requires More Than a Flat Map

This flat map is a model of part of the earth’s surface. It treats the world as perfectly flat, which leads the map maker to exaggerate distances in the northern latitudes. It is useful for certain purposes—for instance, learning geography. But you wouldn’t want to use it to find the best air route across the Pacific Ocean. For example, the shortest flight path from New York to Tokyo is not a straight line through San Francisco. Instead, the shortest path goes through Northern Alaska! The flat-earth model is well suited for some tasks (geography lessons) and ill-suited for others (intercontinental flight navigation).

Exhibit 2.2 New York City Subway Map

This is a model of the subway system in New York City. It is highly simplified—for example, it treats New York City as a perfectly flat surface and it also distorts the shape of the city—but it is nevertheless very useful for commuters and tourists.

All scientific models make predictions that can be checked with data—facts, measurements, or statistics that describe the world. Recall from Chapter 1 that economists often describe themselves as empiricists, or say that we practice empiricism, because we use data...
to create empirical evidence. These terms all boil down to the same basic idea: using data to answer questions about the world and using data to test models. For example, we could test the New York City subway map by actually riding the subway and checking the map’s accuracy.

When conducting empirical analysis, economists refer to a model’s predictions as hypotheses. Whenever such hypotheses are contradicted by the available data, economists return to the drawing board and try to come up with a better model that yields new hypotheses.

### An Economic Model

Let’s consider an example of an economic model. We’re going to study an extremely simple model to get the ball rolling. But even economic models that are far more complicated than this example are also highly simplified descriptions of reality.

All economic models begin with assumptions. Consider the following assumption about the returns to education: *Investing in one extra year of education increases your future wages by 10 percent.* Let’s put the assumption to work to generate a model that relates a person’s level of education to her wages.

Increasing a wage by 10 percent is the same as multiplying the wage by \(1 + 0.10 = 1.10\). The returns-to-education assumption implies that someone with an extra year of education earns 1.10 times as much as she would have earned without the extra year of education. For example, if someone would earn $15 per hour with 13 years of education, then a 14th year of education will cause her hourly wage to rise to \(1.10 \times 15\), or $16.50.

Economists use assumptions to derive other implications. For example, the returns-to-education assumption implies that two additional years of education will increase earnings by 10 percent twice over—once for each extra year of education—producing a 21 percent total increase.

\[
1.10 \times 1.10 = 1.21.
\]

Consider another example. *Four* additional years of education will increase earnings by 10 percent four times over, implying a 46 percent total increase.

\[
1.10 \times 1.10 \times 1.10 \times 1.10 = (1.10)^4 = 1.46.
\]

This implies that going to college would increase a college graduate’s income by 46 percent compared to what she would have been paid if she had ended her education after finishing high school. In other words, a prediction—or hypothesis—of the model is that college graduates will earn 46 percent more than high school graduates.

In principle, we can apply this analysis to *any* number of years of education. We therefore have a general model that relates people’s educational attainment to their income. The model that we have derived is referred to as the returns-to-education model. It describes the economic payoff of more education—in other words, the “return” on your educational investment. Most economic models are much, much more complex than this. In most economic models, it takes pages of mathematical analysis to derive the implications of the assumptions. Nevertheless, this simple model is a good starting point for our discussion. It illustrates two important properties of all models.

First, a model is an approximation. The model does not predict that everyone would increase their future wages by exactly 10 percent if they obtained an extra year of education. The predicted relationship between education and future wages is an average relationship—it is an approximation for what is predicted to happen for most people in most circumstances. The model overlooks lots of special considerations. For example, the final year of college probably does much more to increase your wages than the second-to-last year of college, because that final year earns you the official degree, which is a key item on your résumé. Likewise, your college major importantly impacts how much you will earn after college. Those who major in economics, for example, tend to earn more than graduates in most other majors. Our simple model overlooks many such subtleties. Just as a flat subway map is only an approximation of the features of a city, the returns-to-education model is only an approximation of the mapping from years of education to wages.

Second, a model makes predictions that can be tested with data—in this case, data on people’s education and earnings. We are now ready to use some data to actually evaluate the predictions of the returns-to-education model.
To put the model to the test we need data, which we obtain from the Current Population Survey (CPS), a government data source. This survey collects data on wages, education, and many other characteristics of the general population and is available to anyone who wants to use it. When data are available to the general public, they are called “public-use data.”

Exhibit 2.3 summarizes the average annual earnings for our test. The returns-to-education model does not match the data perfectly. The exhibit shows that for 30-year-old U.S. workers with 12 years of education, which is equivalent to a high school diploma, the average yearly salary is $32,941. For 30-year-old U.S. workers with 16 years of education, which is equivalent to graduation from a four-year college, the average salary is $51,780.

If we simply divide these two average wages—college wage over high school wage—the ratio is 1.57.

\[
\frac{\text{average salary of 30-year-olds with 16 years of education}}{\text{average salary of 30-year-olds with 12 years of education}} = \frac{$51,780}{$32,941} = 1.57.
\]

Recall that the returns-to-education model says that each additional year of education raises the wage by 10 percent, so four extra years of education should raise the wage by a factor of \((1.10)^4 = 1.46\).

We can see that the model does not exactly match the data. Going from 12 years of education to 16 years is associated with a 57 percent increase in income. However, the model is not far off—the model predicted a 46 percent increase.
You may wonder how the data from the CPS can be used to calculate the wages reported above. We used the concept of the mean, or average. The mean (or average) is the sum of all the different values divided by the number of values and is a commonly used technique for summarizing data. Statisticians and other scientists use the terms mean and average interchangeably.

We can quickly show how the mean works in a small example. Say that there are five people: Mr. Kwon, Ms. Littleton, Mr. Locke, Ms. Reye, and Mr. Shephard, each with a different hourly wage:

- Kwon = $26 per hour,
- Littleton = $24 per hour,
- Locke = $8 per hour,
- Reye = $35 per hour,
- Shephard = $57 per hour.

If we add the five wages together and divide by 5, we calculate a mean wage of $30 per hour.

\[
\frac{26 + 24 + 8 + 35 + 57}{5} = 30.
\]

This analysis of a small sample illustrates the idea of calculating a mean, but convincing data analysis in economics relies on using a large sample. For example, a typical economic research paper uses data gathered from thousands of individuals. So a key strength of economic analysis is the amount of data used. Earlier we didn’t rely on a handful of observations to argue that education raises earnings. Instead, we used data from more than thousands of surveyed 30-year-olds. Using lots of data—economists call them observations—strengthens the force of an empirical argument because the researcher can make more precise statements.

To show you how to make convincing empirical arguments, this course uses lots of real data from large groups of people. Credible empirical arguments, based on many observations, are a key component of the scientific method.

**Argument by Anecdote**

Education is not destiny. There are some people with lots of education who earn very little. There are some people with little education who earn a lot. When we wrote this book, Bill Gates, a Harvard dropout who founded Microsoft, was the richest man in the world. Mark Zuckerberg, the Facebook CEO, also dropped out of Harvard.

With these two examples in mind, it is tempting to conclude that dropping out of college is a great path to success. However, it is a mistake to use two anecdotes, or any small sample of people, to try to judge a statistical relationship.

Here’s another example of how the amount of data can make a big difference. Exhibit 2.4 plots data from just two people. They are both 30-years-old. As you can see, the exhibit does not reproduce the positive relationship between education and earnings that is plotted in Exhibit 2.3. Instead, it looks as though rising education is associated with falling earnings. But the pattern in Exhibit 2.4 is far from shocking given that it plots only two people. Indeed, if you study two randomly chosen 30-year-olds, there is a 25 percent chance that the person with only a high school diploma has higher earnings than the person with a four-year college degree. This fact highlights that there is much more than education that determines your earnings, although getting a college degree will usually help make you money.

When you look at only a small amount of data, it is easy to jump to the wrong conclusion. Keep this warning in mind the next time a newspaper columnist tries to convince you of something by using a few anecdotes. If the columnist backs up her story with data reflecting the experiences of thousands of people, then she has done her job and may deserve to win the argument. But if she rests her case after sharing a handful of anecdotes, remain skeptical. Be doubly skeptical if you suspect that the anecdotes have been carefully
selected to prove the columnist’s point. Argument by anecdote should not be taken too seriously.

There is one exception to this rule. Argument by example is appropriate when you are contradicting a blanket statement. For example, if someone asserts that every National Basketball Association (NBA) player has to be tall, just one counterexample is enough to prove this statement wrong. In this case, your proof would be Tyrone Bogues, a 5-foot 3-inch dynamo who played in the NBA for 14 years.

**2.2 Causation and Correlation**

Using our large data set on wages and years of education, we’ve seen that on average wages rise roughly 10 percent for every year of additional education. Does this mean that if we could encourage a student to stay in school one extra year, that would cause that individual’s future wages to rise 10 percent? Not necessarily. Let’s think about why this is not always the case with an example.

**The Red Ad Campaign Blues**

Assume that Walmart has hired you as a consultant. You have developed a hypothesis about ad campaigns: you believe that campaigns using the color red are good at catching people’s attention. To test your hypothesis, you assemble empirical evidence from historical ad campaigns, including the color of the ad campaign and how revenue at Walmart changed during the campaign.

Your empirical research confirms your hypothesis! Sales go up 25 percent during campaigns with lots of red images. Sales go up only 5 percent during campaigns with lots of blue images. You race to the chief executive officer (CEO) to report this remarkable result. You are a genius! Unfortunately, the CEO instantly fires you.

What did the CEO notice that you missed? The red-themed campaigns were mostly concentrated during the Christmas season. The blue-themed campaigns were mostly spread out over the rest of the year. In the CEO’s words,

The red colors in our advertising don’t cause an increase in our revenue. Christmas causes an increase in our revenue. Christmas also causes an increase in the use of red in our ads. If we ran blue ads in December our holiday season revenue would still rise by about 25 percent.
Unfortunately, this is actually a true story, though we’ve changed the details—including the name of the firm—to protect our friends. We return, in the appendix, to a related story where the CEO was not as sharp as the CEO in this story.

Causation versus Correlation

People often mistake causation for correlation. **Causation** occurs when one thing directly affects another. You can think of it as the path from cause to effect: putting a snowball in a hot oven causes it to melt.

**Correlation** means that there is a mutual relationship between two things—such as one thing changes, the other changes as well. There is some kind of connection. It might be cause and effect, but correlation can also arise when causation is not present. For example, as it turns out students who take music courses in high school score better on their SATs than students who do not take music courses in high school. Some educators have argued that this relationship is causal: more music courses cause higher SAT scores.

Yet, before you buy a clarinet for your younger sibling, you should know that researchers have shown that students who already would have scored high on their SATs are more likely to also have enrolled in music classes. There is something else—being a good student—that causes high SAT scores and enrollment in music. SAT scores and taking music courses are only correlated; if a trombone player’s arm were broken and she had to drop out of music class, this would not cause her future SAT scores to fall. When two things are correlated, it suggests that causation may be possible and that further investigation is warranted—it’s only the beginning of the story, not the end.

Correlations are divided into three categories: **positive correlation**, **negative correlation**, and **zero correlation**. Economists refer to some factor, like a household’s income, as a **variable**. **Positive correlation** implies that two variables tend to move in the same direction—for example, surveys reveal that people who have a relatively high income are more likely to be married than people who have a relatively low income. In this situation we say that the variables of income and marital status are positively correlated. **Negative correlation** implies that the two variables tend to move in opposite directions—for example, people with a high level of education are less likely to be unemployed. In this situation we say that the variables of education and unemployment are negatively correlated. When two variables are not related, we say that they have a **zero correlation**. The number of friends you have likely has no relation to whether your address is on the odd or even side of the street.

When Correlation Does Not Imply Causality

There are two reasons why we should not jump to the conclusion that a correlation between two variables implies a particular causal relationship:

1. Omitted variables
2. Reverse causality

An omitted variable is something that has been left out of a study that, if included, would explain why two variables that are in the study are correlated.

Reverse causality occurs when we mix up the direction of cause and effect.
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Exhibit 2.5 An Example of an Omitted Variable

The amount of red content in Walmart's ads is positively correlated with the growth of Walmart's revenue. In other words, when ads are red-themed, Walmart's month-over-month sales revenue tends to grow the fastest. However, the redness does not cause Walmart's revenue to rise. The Christmas season causes Walmart's ads to be red and the Christmas season also causes Walmart's sales revenue to rise. The Christmas season is the omitted variable that explains the positive correlation between red ads and revenue growth.

2.3

Experimental Economics and Natural Experiments

One method of determining cause and effect is to run an experiment—a controlled method of investigating causal relationships among variables. Though you may not read much about economic experiments in the newspaper, headlines for experiments in the field of medicine are common. For example, the Food and Drug Administration (FDA) requires pharmaceutical companies to run carefully designed experiments to provide evidence that new drugs work before they are approved for general public use.

To run an experiment, researchers usually create a treatment (test) group and a control group. Participants are assigned randomly to participate either as a member of the treatment group or as a member of the control group—a process called randomization. Randomization is the assignment of subjects by chance, rather than by choice, to a treatment group or control group.

In our analysis of the returns to education, could it be that reverse causality is at play: higher wages at age 30 cause you to get more education at age 20? We can logically rule this out. Assuming that you don’t have a time machine, it is unlikely that your wage as a 30-year-old causes you to obtain more education in your 20s. So in the returns-to-education example, reverse causality is probably not a problem. But in many other analyses—for example, the wealth-health relationship—reverse causality is a key consideration.

Economists have developed a rich set of tools to determine what is causation and what is only correlation. We turn to some of these tools next.

An experiment is a controlled method of investigating causal relationships among variables.

Randomization is the assignment of subjects by chance, rather than by choice, to a treatment group or control group.
they had all of their college expenses paid. The other 500 students would be placed in the control group. Then, we would keep track of all of the original 1,000 students—including the 500 control group students who weren’t able to go to college because they couldn’t afford it. We would use periodic surveys during their adult lives to see how the wages in the group that got a college education compare with the wages of the group that did not attend college. This experiment would test the hypothesis that a college education causes wages to rise.

One problem with experimentation is that experiments can sometimes be very costly to conduct. For instance, the college-attendance experiment that we just described would cost tens of millions of dollars, because the researchers would need to pay the college fees for 500 students. Another problem is that experiments do not provide immediate answers to some important questions. For example, learning about how one more year of education affects wages over the entire working life would take many decades if we ran an experiment on high school students today.

Another problem is that experiments are sometimes run poorly. For example, if medical researchers do not truly randomize the assignment of patients to medical treatments, then the experiment may not teach us anything at all. For instance, if patients who go to cutting-edge research hospitals tend to be the ones who get prescribed the newest kind of diabetes medication, then we don’t know whether the new medication caused those patients to get better or whether it was some other thing that their fancy hospitals did that actually caused the patients’ health to improve. In a well-designed experiment, randomization alone would determine who got the new medicine and who got the old medicine.

When research is badly designed, economists tend to be very skeptical of its conclusions. We say “garbage in, garbage out” to capture the idea that bad research methods invalidate a study’s conclusions.

If we don’t have the budget or time to run an experiment, how else can we identify cause and effect? One approach is to study historical data that has been generated by a “natural” experiment. A natural experiment is an empirical study in which some process—out of the control of the experimenter—has assigned subjects to control and treatment groups in a random or nearly random way.

Economists have found and exploited natural experiments to answer numerous major questions. This methodology can be very useful in providing a more definitive answer to our question at hand: What are you getting from your education?

Evidence-Based Economics

Q: How much do wages increase when an individual is compelled by law to get an extra year of schooling?

Many decades ago, compulsory schooling laws were much more permissive, allowing teenagers to drop out well before they graduated from high school. Philip Oreopoulos studied a natural experiment that was created by a change in these compulsory schooling laws. Oreopoulos looked at an educational reform in the United Kingdom in 1947, which increased the minimum school leaving age from 14 to 15. As a result of this change, the fraction of children dropping out of school by age 14 fell by 50 percentage points between 1946 and 1948.

In this way, those kids reaching age 14 before 1947 are a “control group” for those reaching age 14 after 1947. Oreopoulos found that the students who turned 14 in 1948 and were therefore compelled to stay in school one extra year earned 10 percent more on average than the students who turned 14 in 1946.

Natural experiments are a very useful source of data in empirical economics. In many problems, they help us separate correlation from causation. Applied to the returns to education, they suggest that the correlation between years of education and higher income is not due to some omitted variable, but reflects the causal influence of education.
Evidence-Based Economics (Continued)

The returns-to-education model thus obtains strong confirmation from the data. Does a 10 percent return to each additional year of education increase your appetite for more years of schooling?

<table>
<thead>
<tr>
<th>Question</th>
<th>Answer</th>
<th>Data</th>
<th>Caveat</th>
</tr>
</thead>
<tbody>
<tr>
<td>How much do wages increase when an individual is compelled by law to get an extra year of schooling?</td>
<td>On average, wages rise by 10 percent when kids are compelled to stay in school an extra year.</td>
<td>United Kingdom General Household Survey. Compare kids in the United Kingdom who were allowed to drop out of school at age 14 with others who were compelled to stay in school an extra year due to changes in compulsory schooling laws.</td>
<td>Factors other than the change in the compulsory schooling laws might explain why the kids who were compelled to stay in school eventually earned more in the workforce (this is an example of an omitted variable).</td>
</tr>
</tbody>
</table>

2.3 Economic Questions and Answers

Economists like to think about our research as a process in which we pose and answer questions. We’ve already seen a couple of these questions. For example, in the current chapter, we asked, "How much do wages increase when an individual is compelled by law to get an extra year of schooling?" and in Chapter 1, we asked, “What is the opportunity cost of your time?”

Good questions come in many different forms. But the most exciting economic questions share two properties.

1. **Good questions address topics that are important to individual economic agents and/or to our society.** Economists tend to think about economic research as something that contributes to society’s welfare. We try to pursue research that has general implications for human behavior or economic performance. For example, understanding the returns to education is important because individuals invest a lot of resources obtaining an education. The United States spends nearly a tenth of its economic output on education—$1.5 trillion per year. It is useful to quantify the payoffs from all this investment. If the returns to education are very high, society may want to encourage even more educational investment. If the returns to education are low, we should share this important fact with students who are deciding whether or not to stay in school. Knowing the returns to education will help individuals and governments decide how much of their scarce resources to allocate to educational investment.

2. **Good economic questions can be answered.** In some other disciplines, posing a good question is enough. For example, philosophers believe that some of the most important questions don’t have answers. In contrast, economists are primarily interested in questions that can be answered with enough hard work and careful reasoning.

Here are some of the economic questions that we discuss in this book. As you look over the set, you will see that these are big questions with significant implications for you and for society as a whole. The rest of this book sets out to discover answers to these questions. We believe the journey will be exhilarating—so let’s get started!
2.1  
1. Is Facebook free?  
2. Is college worth it?  
3. How does location affect the rental cost of housing?  
4. How much more gasoline would people buy if its price were lower?  
5. In the United States, what is the total market value of annual economic production?  
6. Why is the average American so much richer than the average Indian?  
7. Why are you so much more prosperous than your great-great-grandparents were?  
8. Are tropical and semitropical areas condemned to poverty by their geographies?  
9. What happens to employment and unemployment if local employers go out of business?  
10. How often do banks fail?  
11. What caused the German hyperinflation of 1922–1923?  
12. What caused the recession of 2007–2009?  
13. How much does government spending stimulate GDP?  
14. Are companies like Nike harming workers in Vietnam?  
15. How did George Soros make $1 billion?  

Web Chapter 1  Do investors chase historical returns?  
Web Chapter 2  What is the value of a human life?  
Web Chapter 3  Do governments and politicians follow their citizens’ and constituencies’ wishes?  

2.3  

Key Terms  

- scientific method  p. 53  
- model  p. 53  
- data  p. 54  
- empirical evidence  p. 55  
- hypotheses  p. 55  
- mean (average)  p. 57  
- causation  p. 59  
- correlation  p. 59  
- variable  p. 59  
- positive correlation  p. 59  
- negative correlation  p. 59  
- zero correlation  p. 27  
- omitted variable  p. 59  
- reverse causality  p. 59  
- experiment  p. 60  
- randomization  p. 60  
- natural experiment  p. 61  

Summary  

The scientific method is the name for the ongoing process that economists and other scientists use to (a) develop mathematical models of the world and (b) test those models with data.  

Empirical evidence is a set of facts established by observation and measurement, which are used to evaluate a model.  

Economists try to uncover causal relationships among variables.  

One method to determine causality is to run an experiment—a controlled method of investigating causal relationships among variables. Economists now actively pursue experiments both in the laboratory and in the field. Economists also study historical data that have been generated by a natural experiment to infer causality.
Questions

Select questions are available in MyEconLab for practice and instructor assignment.

1. What does it mean to say that economists use the scientific method? How do economists distinguish between models that work and those that don’t?

2. Explain how economists study the economic behavior of a society empirically. By using hypotheses based on empirical evidence, how are they contributing to the welfare of the society?

3. Are economic models detailed or simplified versions of reality? Could economists build perfect economic models? Why?

4. How is the mean calculated from a series of observations? Suppose 5,000 people bought popsicles on a hot summer day. If the mean of the average number of popsicles bought is 2, how many popsicles were sold that day?

5. What is meant by omitted variable? Give an example to explain this concept.


7. Give an example of a pair of variables that have a positive correlation, a pair of variables that have a negative correlation, and a pair of variables that have zero correlation.

8. What is meant by data? Are data always numerical? How are data used in empirical analysis? Give an example.

9. This chapter discussed natural and randomized experiments. How does a natural experiment differ from a randomized one? Which one is likely to yield more accurate results?

10. Suppose you had to find the effect of seatbelt rules on road accident fatalities. Would you choose to run a randomized experiment or would it make sense to use natural experiments here? Explain.

Problems

Select problems are available in MyEconLab for practice and instructor assignment.

1. This chapter talks about means. The median is a closely related concept. The median is the numerical value separating the higher half of your data from the lower half. You can find the median by arranging all of the observations from lowest value to highest value and picking the middle value (assuming you have an odd number of observations). Although the mean and median are closely related, the difference between the mean and the median is sometimes of interest.
   a. Suppose country A has five families. Their incomes are $10,000, $20,000, $30,000, $40,000, and $50,000. What is the median family income in A? What is the mean income?
   b. Country B also has five families. Their incomes are $10,000, $20,000, $30,000, $40,000, and $150,000. What is the median family income in B? What is the mean income?
   c. In which country is income inequality greater, A or B?
   d. Suppose you thought income inequality in the US had increased over time. Based on your answers to this question, would you expect that the ratio of the mean income in the US to the median income has risen or fallen? Explain.

2. The average score for a class of 30 students is 70. The top 20 students in the class averaged at 75. What is the average score of the remaining 10 students in the class?

3. This chapter stressed the importance of using appropriate samples for empirical studies. Consider the following two problems in that light.
   a. You are given a class assignment to find out if people’s political leanings affect the newspaper or magazine that they choose to read. You survey two students taking a political science class and five people at a coffee shop. Almost all the people you have spoken to tell you that their political affiliations do not affect what they read. Based on the results of your study, you conclude that there is no relationship between political inclinations and the choice of a newspaper. Is this a valid conclusion? Why or why not?
   b. Your uncle tells you that the newspaper or magazine that people buy will depend on their age. He says that he believes this because, at home, his wife and his teenage children read different papers. Do you think his conclusion is justified?

4. With the fairly recent Internet boom and IT revolution, piracy and plagiarism, among many other things, have increased. Do you think that having stricter cyber laws and censorship preventing the “misuse” of information is a good idea?

5. As the text explains, it can sometimes be very difficult to sort out the direction of causality.
   a. Why might you think that more police officers would lead to lower crime rates? Why might you think that higher crime rates would lead to more police officers?
   b. In 2012, the New England Journal of Medicine published research that showed a strong correlation between the consumption of chocolate in a country and the number of Nobel Prize winners in that country. Do you think countries that want to encourage their citizens to win Nobel Prizes should increase their consumption of chocolate?
6. The chapter shows that in general people with more education earn higher salaries. Economists have offered two explanations of this relationship. The human capital argument says that high schools and colleges teach people valuable skills, and employers are willing to pay higher salaries to attract people with those skills. The signaling argument says that college graduates earn more because a college degree is a signal to employers that a job applicant is diligent, intelligent, and persevering. How might you use data on people with two, three, and four years of college education to shed light on this controversy?

7. Maimonides, a twelfth-century scholar, said, “Twenty-five children may be put in the charge of one teacher. If the number in the class exceeds twenty-five but is not more than forty, he should have an assistant to help with the instruction. If there are more than forty, two teachers must be appointed.” Israel follows Maimonides’s rule in determining the number of teachers for each class. How could you use Maimonides’s rule as a natural experiment to study the effect of teacher-student ratios on student achievement?

8. Oregon expanded its Medicaid coverage in 2008. Roughly 90,000 people applied but the state had funds to cover only an additional 30,000 people (who were randomly chosen from the total applicant pool of 90,000). How could you use the Oregon experience to estimate the impact of increased access to healthcare on health outcomes?

9. The consumption function of a household can be expressed by the following equation: \( C = a + b I \), where \( I \) is the income, \( a \) denotes a positive number, and \( b \) a percentage.
   a. Is this equation a model?
   b. How would you test this model?
Appendix

Constructing and Interpreting Graphs

A well-designed graph summarizes information with a simple visual display—the old adage “a picture is worth a thousand words” might help you understand the popularity of visual images.

As you start to learn economics, it’s important that you have a good grasp of how to make sense of data and how to present data clearly in visible form. Graphs are everywhere—on TV, on the Web, in newspapers and magazines, in economics textbooks. Why are graphs so popular?

A well-designed graph summarizes information with a simple visual display—the old adage “a picture is worth a thousand words” might help you understand the popularity of visual images. In this textbook, you will find many graphs, and you will see that they provide a way to supplement the verbal description of economic concepts.

To illustrate how we construct and interpret graphs, we will walk you through a recent study that we have conducted, presenting some data summaries along the way.

A Study About Incentives

Would you study harder for this economics class if we paid you $50 for earning an A? What if we raised the stakes to $500? Your first impulse might be to think “Well, sure . . . why not? That money could buy a new Kindle and maybe a ticket to a Beyoncé concert.”

But as we have learned in Chapter 1, there are opportunity costs of studying more, such as attending fewer rock concerts or spending less time at your favorite coffee house chatting with friends. Such opportunity costs must be weighed against the benefits of earning an A in this course. You might conclude that because this question is hypothetical, anyway, there’s no need to think harder about how you would behave.

But it might not be as imaginary as you first thought.

Over the past few years, thousands of students around the United States have actually been confronted with such an offer. In fact, Sally Sadoff, Steven Levitt, and John List carried out an experiment at two high schools in the suburbs of Chicago over the past several years in which they used incentives to change students’ behavior. Such an experiment allows us to think about the relationship between two variables, such as how an increase in a financial reward affects student test scores. And it naturally leads to a discussion of cause and effect, which we have just studied in this chapter: we’ll compare causal relationships between variables and consider simple correlations between variables. Both causation and correlation are powerful concepts in gaining an understanding of the world around us.

Experimental Design

There are two high schools in Chicago Heights, and both have a problem with student dropouts. In terms of dropouts, it is not uncommon for more than 50 percent of incoming ninth-graders to drop out before receiving a high school diploma. There are clearly problems in this school district, but they are not unique to Chicago Heights; many urban school districts face a similar problem.

How can economists help? Some economists, including one of the coauthors of this book, have devised incentive schemes to lower the dropout rates and increase academic achievement in schools. In this instance, students were paid for improved academic performance.2
Let’s first consider the experiment to lower the dropout rate. Each student was randomly placed into one of the following three groups:

**Control Group:** No students received financial compensation for meeting special standards established by experimenters (which are explained below).

**Treatment Group with Student Incentives:** Students would receive $50 for each month the standards were met.

**Treatment Group with Parent Incentives:** Students’ parents would receive $50 for each month the standards were met.

A student was deemed to have met the monthly standards if he or she:

1. did not have a D or F in any classes during that month,
2. had no more than one unexcused absence during that month,
3. had no suspensions during that month.

**Describing Variables**

Before we discover how much money these students actually made, let’s consider more carefully the variables that we might be interested in knowing. As its name suggests, a variable is a factor that is likely to vary or change; that is, it can take different values in different situations. In this section, we show you how to use three different techniques to help graphically describe variables:

1. Pie charts
2. Bar graphs
3. Time series graphs

**Pie Charts**

Understanding pie charts is a piece of cake. A pie chart is a circular chart split into segments to show the percentages of parts relative to the whole. Put another way, pie charts are used to describe how a single variable is broken up into different categories, or “slices.” Economists often use pie charts to show important economic variables, such as sources of government tax revenue or the targets of government expenditure, which we discuss in Chapter 10.

For example, consider the race of the students in our experiment. In Exhibit 2A.1, we learn that 59 percent of ninth-graders in the experiment are African-American. We therefore differentiate 59 percent of our pie chart with the color blue to represent the proportion of African-Americans relative to all participants in the experiment. We see that 15 percent of the students are non-Hispanic whites, represented by the red piece of the pie. We continue
breaking down participation by race until we have filled in 100 percent of the circle. The circle then describes the racial composition of the participants in the experiment.

**Bar Charts**

Another type of graph that can be used to summarize and display a variable is a bar chart. A **bar chart** uses bars (no surprise there) of different heights or lengths to indicate the properties of different groups. Bar charts make it easy to compare a single variable across many groups. To make a bar chart, simply draw rectangles side-by-side, making each rectangle as high (or as long, in the case of horizontal bars) as the value of the variable it is describing.

For example, Exhibit 2A.2 captures the overall success rates of students in the various experimental groups. In the exhibit we have the **independent variable**—the variable that the experimenter is choosing (which treatment a student is placed in)—on the horizontal or x-axis. On the vertical or y-axis is the **dependent variable**—the variable that is potentially affected by the experimental treatment. In the exhibit, the dependent variable is the proportion of students meeting the academic standards. Note that 100 percent is a proportion of 1, and 30 percent is a proportion of 0.30.

We find some interesting experimental results in Exhibit 2A.2. For instance, we can see from the bar graph that 28 percent of students in the Control group (students who received no incentives) met the standards. In comparison, 34.8 percent of students in the Parent Incentive group met the standards. This is a considerable increase in the number of students meeting the standards—important evidence that incentives can work.

**Time Series Graphs**

With pie charts and bar graphs, we can summarize how a variable is broken up into different groups, but what if we want to understand how a variable changes over time? For instance, how did the proportion of students meeting the standards change over the school year? A **time series graph** can do the trick. A time series graph displays data at different points in time.

As an example, consider Exhibit 2A.3, which displays the proportion of students meeting the standards in each month in the Control and Parent Incentive groups. Keep in mind that although there are multiple months and groups, we are still measuring only a single variable—in this case, the proportion meeting the standard. As Exhibit 2A.3 makes clear, the number of students meeting the standard is higher in the Parent Incentive treatment group than in the Control group. But notice that the difference within the Parent Incentive and Control groups changes from month to month. Without a time series, we would not be able to appreciate these month-to-month differences and would not be able to get a sense for how the

---

**Exhibit 2A.2 Proportion of Students Meeting Academic Standards by Experimental Group**

The bar chart facilitates comparing numbers across groups in the experiment. In this case, we can compare how different groups perform in terms of meeting academic standards by comparing the height of each bar. For example, the Parent Incentive group’s bar is higher than the Control group’s bar, meaning that a higher proportion of students in the Parent Incentives group met the standards than in the Control group.
effectiveness of the incentive varies over the school year. As you read this book, one important data property to recognize is how variables change over time; time series graphs are invaluable in helping us understand how a variable changes over time.

**Scatter Plots**

You might ask yourself, without such monetary incentives is education worth it? In this chapter we showed you how wages and years of education are related. Another way to show the relationship is with a scatter plot. A scatter plot displays the relationship between two variables as plotted points of data. Exhibit 2A.4 shows the relationship between years of education and average weekly income across U.S. states in September of 2013. For example, the point 10.4 years of education and $800 in weekly earnings is from New Jersey. This means that the average years of education for New Jersey adults is 10.4 and the average weekly earnings is $800.

**Cause and Effect**

We’ve written a fair amount about causation and correlation in this chapter. Economists are much more interested in the former. Causation relates two variables in an active way—\( a \) causes \( b \) if, because of \( a \), \( b \) has occurred.
For example, we could conclude in our experimental study that paying money for the students’ performance causes them to improve their academic performance. This would not necessarily be the case if the experiment were not properly implemented—for example, if students were not randomly placed into control and treatment groups. For instance, imagine that the experimenters had placed all of the students who had achieved poorly in the past in the control group. Then the relatively poor performance of the control group might be due to the composition of students who were assigned to the control group, and not to the lack of payment. Any relationship between academic achievement and payment stemming from such an experiment could be interpreted as a correlation because all other things were not equal at the start of the experiment—the control group would have a higher proportion of low achievers than the other groups.

Fortunately, the Chicago Heights Experiment was implemented using the principle of randomization, discussed earlier in this chapter. The experimenters split students into groups randomly, so each experimental group had an equal representation of students and their attributes (variables such as average student intelligence were similar across groups). Because the only possible reason that a student would be assigned to one group instead of another was chance, we can argue that any difference between the groups’ academic performance at the end of the experiment was due to the difference the experimental treatment imposed, such as differences in financial incentives.

This means that we can claim that the cause of the difference between the performance of the Student Incentive group and the Control group, for example, is that students in the Student Incentive group were given an incentive of $50 whereas students in the Control group received no incentive for improvement.

**Correlation Does Not Imply Causality**

Often, correlation is misinterpreted as causation. You should think of correlation between two variables as providing a reason to look for a causal relationship, but correlation should only be considered a first step to establishing causality. As an example, not long ago, a high-ranking marketing executive showed us Exhibit 2A.5 (the numbers are changed for confidentiality reasons). He was trying to demonstrate that his company’s retail advertisements were effective in increasing sales: “It shows a clear positive relationship between ads and sales. When we placed 1,000 ads, sales were roughly $35 million. But see how sales dipped to roughly $20 million when we placed only 100 ads?! This proves that more advertisements lead to more sales.”

Before discussing whether this exhibit proves causality, let’s step back and think about the basic characteristics of Exhibit 2A.5. In such an exhibit we have:

1. The x-variable plotted on the horizontal axis, or x-axis; in our figure the x-variable is the number of advertisements.
2. The y-variable plotted on the vertical axis, or y-axis; in our figure the y-variable is the sales in millions of dollars.

3. The origin, which is the point where the x-axis intersects the y-axis; both sales and the number of advertisements are equal to zero at the origin.

In the exhibit, the number of advertisements is the independent variable, and the amount of sales is the dependent variable. When the values of both variables increase together in the same direction, they have a positive relationship; when one increases and the other decreases, and they move in opposite directions, they have a negative relationship.

So in Exhibit 2A.5, we find a positive relationship between the two variables. What is the strength of that positive relationship? This is called the slope. The slope is the change in the value of the variable plotted on the y-axis divided by the change in the value of the variable plotted on the x-axis:

\[
\text{Slope} = \frac{\text{Change in } y}{\text{Change in } x} = \frac{\text{Rise}}{\text{Run}}.
\]

In this example, the increase in the number of advertisements from 100 to 1,000 was associated with an increase in sales from $20 million to $35 million. Thus, the rise, or the change in sales (y), is $15 million and the run, or change in x, is 900. Because both are rising (moving in the same direction), the slope is positive:

\[
\text{Slope} = \frac{35,000,000 - 20,000,000}{1000 \text{ ads} - 100 \text{ ads}} = \frac{15,000,000}{900 \text{ ads}} = \frac{16,667}{\text{per ad}}.
\]

Thus, our exhibit implies that one more advertisement is associated with $16,667 more in sales. But, does this necessarily mean that if the retailer increases the number of advertisements by one, this will cause sales to increase by $16,667?

Unfortunately, no. While it is tempting to interpret the sales increasing with ads as a causal relationship between the two variables, because the number of advertisements was not randomly determined with an experiment, we cannot be sure that this relationship is causal. In this case, the marketing executive forgot to think about why they so drastically increased their advertisement volume to begin with! They did so because of the holiday season, a time when sales would presumably have been high anyway.

So, after some further digging (we spare you the details), what the data actually say is that the retailer placed more ads during times of busy shopping (around Thanksgiving and in December), but that is exactly when sales were high—because of the holiday shopping season. Similar to what happened in the Walmart red/blue ad example in this chapter, once we recognize such seasonal effects and take them into account, the causal relationship between ads and sales disappeared!

This example shows that you should be careful when you connect a few points in a graph. Just because two variables move together (a correlation), they are not necessarily related in a causal way. They could merely be linked by another variable that is causing them both to increase—in this case, the shopping season.

To see the general idea of what is happening more clearly, let’s instead graph the quantity of ice cream produced versus the number of monthly drownings in the United States. Using data across months in 2011, we constructed Exhibit 2A.6. In Exhibit 2A.6, we see that in months when ice cream production is relatively high, there are a lot of drownings. Likewise, in months when there is relatively little ice cream production, there are many fewer drownings. Does this mean that you should not swim after you eat ice cream?

Indeed, parents persuaded by such a chart might believe that it’s causal, and never let their kids eat ice cream near swimming pools or lakes! But luckily for us ice cream lovers, there is an omitted variable lurking in the background. In the summertime, when it is hot people eat more ice cream and swim more. More swimming leads to more drowning. Even though people eat more ice cream cones in the summer, eating ice cream doesn’t cause people to drown.
Just as a heightened shopping season was the omitted variable in the retailer advertisement example, here the omitted variable is heat—it causes us to swim more and to eat more ice cream cones. While the former causes more drownings (as we would all expect), the latter has nothing to do with drowning even though there is a positive correlation between the two as shown in Exhibit 2A.6.

Beyond an understanding of how to construct data figures, we hope that this appendix gave you an appreciation for how to interpret visual displays of data. An important lesson is that just because two variables are correlated—and move together in a figure—does not mean that they are causally related. Causality is the gold standard in the social sciences. Without understanding the causal relationship between two variables, we cannot reliably predict how the world will change when the government intervenes to change one of the variables. Experiments help to reveal causal relationships. We learned from the Chicago Heights experiment that incentives can affect student performance.
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Appendix Problems

A1. How would you represent the following graphically?
   a. Income inequality in the United States has increased over the past 10 years.
   b. All the workers in the manufacturing sector in a particular country fit into one (and only one) of the following three categories: 31.5 percent are high school dropouts, 63.5 percent have a regular high school diploma, and the rest have a vocational training certificate.
   c. The median income of a household in Alabama was $43,464 in 2012 and the median income of a household in Connecticut was $64,247 in 2012.

A2. Consider the following data that show the quantity of coffee produced in Brazil from 2004 to 2012.

<table>
<thead>
<tr>
<th>Year</th>
<th>Production (in tons)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>2,465,710</td>
</tr>
<tr>
<td>2005</td>
<td>2,140,169</td>
</tr>
<tr>
<td>2006</td>
<td>2,573,368</td>
</tr>
<tr>
<td>2007</td>
<td>2,249,011</td>
</tr>
<tr>
<td>2008</td>
<td>2,796,927</td>
</tr>
<tr>
<td>2009</td>
<td>2,440,056</td>
</tr>
<tr>
<td>2010</td>
<td>2,907,265</td>
</tr>
<tr>
<td>2011</td>
<td>2,700,440</td>
</tr>
<tr>
<td>2012</td>
<td>3,037,534</td>
</tr>
</tbody>
</table>

   a. Plot the data in a time series graph.
   b. What is the mean quantity of coffee that Brazil produced from 2009 to 2011?
   c. In percentage terms, how much has the 2012 crop increased over the 2009–2011 mean?

A3. Suppose the following table shows the relationship between revenue that the Girl Scouts generate and the number of cookie boxes that they sell.

<table>
<thead>
<tr>
<th>Number of Cookie Boxes</th>
<th>Revenue ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>150</td>
<td>600</td>
</tr>
<tr>
<td>250</td>
<td>1000</td>
</tr>
<tr>
<td>350</td>
<td>1400</td>
</tr>
<tr>
<td>450</td>
<td>1800</td>
</tr>
<tr>
<td>550</td>
<td>2200</td>
</tr>
</tbody>
</table>

   a. Present the data in a scatter plot.
   b. Do the two variables have a positive relationship or do they have a negative relationship? Explain.
   c. What is the slope of the line that you get in the scatter plot? What does the slope imply about the price of a box of Girl Scout cookies?
Suppose you have just landed a job near the center of a city and you now need to decide where to live. If you live close to the city center, your round-trip commute will be 15 minutes. If you live in the distant suburbs, your round-trip commute will be 60 minutes. If there are lots of workers like you who work downtown, where will the apartments be relatively less expensive? How will you choose where to live? How should you make the best decision given the trade-offs you face?

In this chapter, we’ll dig into the concept of optimization—choosing the best feasible option. You will learn how to optimize by using cost-benefit analysis. And we will apply this knowledge to a single example that we revisit throughout the chapter—choosing an apartment.

**CHAPTER OUTLINE**

- **3.1 Two Kinds of Optimization: A Matter of Focus**
- **3.2 Optimization in Levels**
- **3.3 Optimization in Differences: Marginal Analysis**
- **EBE**

How does location affect the rental cost of housing?
In Chapter 1, we described economics as the study of choice. Economists believe that people usually make choices by trying to select the best feasible option, given the available information. In other words, people optimize. Recall that this is the first principle of economics.

Economists believe that optimization describes most of the choices that people, households, businesses, and governments make. To an economist, seemingly unrelated decisions—for example, where a college student will travel on spring break, which apartment a worker will rent, or what price Apple charges for an iPhone—are all connected by the unifying principle of optimization.

Whatever choices people face, economists believe that they are likely to try to choose optimally. Economists don’t assume that people always successfully optimize, but economists do believe that people try to optimize and usually do a pretty good job with whatever information they have.

In other words, economists believe that people’s behavior is approximated by optimization. People aren’t perfect optimizers because optimization is usually not easy, and it is often quite complex. To illustrate the complexity, consider the choice of an apartment. In large cities there are hundreds of thousands of rental apartments. And each apartment has many different characteristics to consider, such as location, views, and neighborhood amenities.

At the heart of this complexity are trade-offs. For example, how do you compare two apartments, one of which has the virtue of lower rent and one of which has the virtue of a shorter commute? How would you determine which apartment is a better choice for you? In this chapter, we are going to see how to optimally evaluate such trade-offs. We will introduce you to the most important optimization tools that economists use.

We have a lot to say about choosing a rental apartment, but we want you to remember that the choice of an apartment is just one illustration of the general concept of optimization.
Optimization can be implemented using either of two techniques of cost-benefit analysis. Both techniques emphasize the concept of net benefit—benefit minus cost—which we introduced in Chapter 1.

1. **Optimization in levels** calculates the *total* net benefit of different alternatives, and then chooses the best alternative.

2. **Optimization in differences** calculates the *change* in net benefits when a person switches from one alternative to another and then uses these marginal comparisons to choose the best alternative.

As you’ll see in the examples that follow, optimization in levels and optimization in differences should always yield answers in perfect agreement. These techniques are two sides of the same coin.

To get a taste for these two methods, take a peek at the Halloween bag after this paragraph. Think about how much you would enjoy eating the contents of this bag—the bag’s benefit to you.

Now think about how much you would enjoy eating the contents of a second bag of candy:

In principle, the bag that offers the greatest total enjoyment is the bag you would choose if you were asked to choose between them. This kind of analysis is an example of optimization in levels. You calculated the benefit of each bag, and then you chose the best bag.

Now consider a second version of *exactly the same decision*. We’ll take the same two bags of candy and put them side by side. We’ll now reorder the candy bars to highlight the similarities and differences. In this case, all of the bars match except the first bag.
has a Milky Way and the second bag has a 3 Musketeers. Since all of the candy bars except one are the same, it’s natural to focus on this one difference. Does this difference—3 Musketeers replacing Milky Way—increase the value to you of the Halloween Bag? If this one difference increases the value, you should pick the second bag. If this one difference decreases the value, you should pick the first bag.

This is an example of optimization in differences. Optimization in differences analyzes the change in net benefits when a person switches from one bag to another and then uses this marginal comparison to choose the best alternative.

We asked you to make the same choice twice—we used the same pair of bags in both choices. The first time you chose, you analyzed each of the Halloween bags in isolation. The second time you chose, you analyzed the difference between the two bags. *This change in focus is all that distinguishes optimization in levels and optimization in differences.* If you choose optimally, this shift in focus shouldn’t have changed your final decision, but it might have speeded things along. In many cases, optimization in differences is faster and easier, because you focus on the key differences between the options.

**Behavioral economics** jointly analyzes the economic and psychological factors that explain human behavior.

---

**Do People Really Optimize?**

Economists believe that the framework of optimization approximates how people make most economic choices. But economists don’t take optimization for granted. A large body of economic research studies the question: *do people really optimize?*

Thousands of research papers have been written on this question. This research has broadly concluded that optimization is a good model of economic behavior in most, though not all, situations. One field of economics—*behavioral economics*—identifies the specific situations in which people fail to optimize. Behavioral economists explain these optimization failures by combining economic and psychological theories of human behavior.

Several special situations are associated with behavior that is not optimal. For example, when people have self-control problems—like procrastination, or, far worse, addiction—optimization is not a good description of behavior.

People also tend to fail as optimizers when they are new to a task. For instance, the first time someone plays poker they tend to play poorly—they make rookie mistakes. On the other hand, optimization is a good description of choices when people have lots of experience. For example, as a consumer gains a few years of experience with a new credit card, they become half as likely to miss their monthly payment deadline.

Because people aren’t born perfect optimizers, optimization is a useful skill to develop. Economists show people how to be better optimizers—such advice amounts to normative economic analysis.

We hope that you use the concept of optimization in two ways: it is a good description of the behavior of experienced decision makers and it provides an excellent toolbox for improving decision making that is not already optimal.
Let's explore optimization in levels in more depth. To illustrate ideas, we return to our opening example in which you are an apartment hunter.

Imagine that you have narrowed your choices to four leading candidates—your “short list.” Exhibit 3.1 summarizes this short list, including two key pieces of information for each apartment—the monthly rent and the amount of commuting time per month. In Exhibit 3.1, rents fall the farther you are from work. Later in this chapter, we explain why the economic model predicts this relationship between rents and distance from work. We’ll also show you empirical evidence that confirms this prediction.

You might wonder about everything that was left out of the summary of information in Exhibit 3.1. What about other differences among these apartments, like how long it takes to walk to the neighborhood laundromat or whether there is a park nearby? We also omitted commuting costs other than time, like the direct dollar cost of public transportation or, if you drive yourself, gasoline and tolls. Shouldn’t all of these considerations be part of the comparison?

To keep things simple, we will omit other factors for now, even though they are important in practice. We omit them to keep the calculations simple and so that the basic economic concepts are easier to see. As you’ll discover in the problems at the end of the chapter, once you understand the basic ideas, it is easy to add more details. For now, we will assume that the four apartments—Very Close, Close, Far, and Very Far—are identical except for the differences in Exhibit 3.1.

Note, too, that we are focusing only on costs in this example—the cost of commuting time and the cost of rent. We are assuming that the benefits of these apartments are the same—for instance, proximity to shopping or public transportation. If the benefits are the same, then cost-benefit analysis becomes simpler. In normal cost-benefit analysis the decision maker finds the alternative with the highest value of net benefit, which is benefit minus cost. When the benefits are the same across all the alternatives, cost-benefit analysis simplifies to finding the alternative with the lowest cost. That’s what we are going to do next.

### Exhibit 3.1 Apartments on Your Short List, Which Differ Only on Commuting Time and Rent and Are Otherwise Identical

Many cities have a single central business district—which is often referred to as the city center—where lots of employers are concentrated.

In most cities, apartments near the city center cost more to rent than otherwise identical apartments that are far away. Why is this so?
Exhibit 3.1 contains the information that we need, but on its own, it does not enable us to choose the best apartment. We do not yet have a way to add up the costs of rent and commuting time. We need to sum these costs to calculate the total cost of each apartment. The total cost includes the direct cost of rent and the indirect cost of commute time.

To sum these two costs, we first need to decide on a common unit of account. Let’s pick dollars per month for now. Because rent is already expressed in dollars per month, half of our work has been done for us. All that remains is to translate the indirect cost—commuting time—into the same unit of measurement.

To do this, we use the concept of opportunity cost, which we introduced in Chapter 1. Let’s begin by assuming that the opportunity cost of commuting time is $10/hour. This is the hourly value of the alternative activity that is crowded out when you spend more time commuting. The fact that it is a dollar value doesn’t imply that this time would have been spent at work if it weren’t spent commuting. An extra hour of time has value to you whatever you would do with that time, including napping, socializing, watching videos, taking longer showers, or working.

If the round-trip commute takes 20 hours per month and the opportunity cost of time is $10/hour, then the dollar cost of that commute is

\[
\left( \frac{20 \text{ hours}}{\text{month}} \right) \left( \frac{$10}{\text{hour}} \right) = \left( \frac{$200}{\text{month}} \right).
\]

The first term on the left is commute time per month, which is expressed in hours per month, just as it is in Exhibit 3.1. The term just before the equal sign is the opportunity cost of time, which is expressed as dollars per hour. The units in hours cancel, leaving a final cost expressed as dollars per month.

Now we are ready to rewrite Exhibit 3.1. Using the calculations that we just illustrated for 20 hours of monthly commuting time, we can calculate costs for a commute of any duration. Exhibit 3.2 reports this commuting cost in dollars per month for all four apartments.

Exhibit 3.2 gives us the answer to our optimization problem. Apartment Far is the best apartment for a consumer with an opportunity cost of time of $10/hour. This apartment has the lowest total cost—$1,180—taking into account both direct rent costs and indirect time costs of commuting.

We can also see this result by plotting the total costs. Exhibit 3.3 plots the total cost of each of the four apartments. It is easy to see that Apartment Far is the best. Economists call the best feasible choice the optimum, which you can see labeled on the total cost curve.

To sum up our discussion so far, optimization in levels has three steps:

1. Translate all costs and benefits into common units, like dollars per month.
2. Calculate the total net benefit of each alternative.
3. Pick the alternative with the highest net benefit.

<table>
<thead>
<tr>
<th>Apartment</th>
<th>Commuting Time (hours per month)</th>
<th>Commuting Cost ($ per month)</th>
<th>Rent ($ per month)</th>
<th>Total Cost: Rent + Commuting Cost ($ per month)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Close</td>
<td>5 hours</td>
<td>$50</td>
<td>$1,180</td>
<td>$1,230</td>
</tr>
<tr>
<td>Close</td>
<td>10 hours</td>
<td>$100</td>
<td>$1,090</td>
<td>$1,190</td>
</tr>
<tr>
<td>Far</td>
<td>15 hours</td>
<td>$150</td>
<td>$1,030</td>
<td>$1,180</td>
</tr>
<tr>
<td>Very Far</td>
<td>20 hours</td>
<td>$200</td>
<td>$1,000</td>
<td>$1,200</td>
</tr>
</tbody>
</table>
Exhibit 3.3 Total Cost Including Both Rent and Commuting Cost, Assuming an Opportunity Cost of Time of $10/hour

If the consumer chooses optimally, he or she will select Apartment Far. This apartment has the lowest total cost, which is the sum of the direct rental cost and the indirect commuting cost (see breakdown in Exhibit 3.2). The commuting cost is calculated by using the consumer’s opportunity cost of time, which is $10/hour in this example.

Comparative Statics

Economic models predict how a person’s choices change when something in the environment changes. **Comparative statics** is the comparison of economic outcomes before and after some economic variable is changed. For example, some consumers will choose to drive more expensive cars if their wealth increases. In this example, the car choice is the economic behavior that changes when the variable of consumer wealth changes.

We now return to the example in the previous subsection to conduct a comparative statics analysis. Specifically, we ask what happens when the opportunity cost of time is changed.

Recall that we studied the choice of an apartment assuming that the opportunity cost of time was $10/hour. Let’s instead assume that the opportunity cost of time is $15/hour. Why might opportunity cost rise? For example, a freelance worker’s opportunity cost of time would rise if their hourly wage rose.

How does this increase in the opportunity cost of time change the predicted behavior? Before we take you through it step-by-step, try to use your intuition. How would a change in the value of time affect the optimal decision of where to live? Should commuters with a higher value of time move closer to where they work or farther away?

To answer this question, we again need to translate the indirect cost—commuting time—into the same units as the direct cost of rent, which is dollars per month. Accordingly, we rewrite Exhibit 3.2, assuming instead a $15/hour opportunity cost of time. Exhibit 3.4 reports this commuting cost in dollars per month for all four apartments.

Exhibit 3.4 provides the answer to our new optimization problem. The best apartment for a consumer with an opportunity cost of time of $15/hour now shifts to Apartment Close.

<table>
<thead>
<tr>
<th>Apartment</th>
<th>Commuting Time (hours per month)</th>
<th>Commuting Cost ($ per month)</th>
<th>Rent ($ per month)</th>
<th>Total Cost: Rent + Commuting Cost ($ per month)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Close</td>
<td>5 hours</td>
<td>$75</td>
<td>$1,180</td>
<td>$1,255</td>
</tr>
<tr>
<td>Close</td>
<td>10 hours</td>
<td>$150</td>
<td>$1,090</td>
<td>$1,240</td>
</tr>
<tr>
<td>Far</td>
<td>15 hours</td>
<td>$225</td>
<td>$1,000</td>
<td>$1,225</td>
</tr>
<tr>
<td>Very Far</td>
<td>20 hours</td>
<td>$300</td>
<td>$1,000</td>
<td>$1,300</td>
</tr>
</tbody>
</table>

Comparative statics is the comparison of economic outcomes before and after some economic variable is changed.
from Apartment Far. Apartment Close has the lowest total cost—$1,240—taking into account both direct rent costs and indirect time costs of commuting.

Exhibit 3.5 plots the total cost of each of the four apartments assuming a $15/hour opportunity cost of time. Apartment Close is the best choice—the optimum.

The higher opportunity cost of time caused the optimal choice to change from Apartment Far to Apartment Close. When the opportunity cost of time increases from $10/hour to $15/hour, it becomes more valuable for the commuter to choose an apartment that reduces the amount of time spent commuting. So the optimal choice switches from a relatively inexpensive apartment with a longer commute to a relatively expensive apartment with a shorter commute—Apartment Close.

Exhibit 3.6 takes the two different cost curves from Exhibits 3.3 and 3.5 and plots them in a single figure. The purple line represents the total cost curve for the commuter with an opportunity cost of $10/hour. The orange line represents the total cost curve for the commuter with an opportunity cost of $15/hour. Two key properties are visible in Exhibit 3.6.

1. The $10/hour cost curve lies below the $15/hour cost curve. The $10 curve has lower commuting costs for each apartment, so the total cost, which takes into account both the direct cost of rent and the indirect cost of commuting, is lower for all apartments.

2. The $10/hour curve has a minimum value for Apartment Far, while the $15/hour curve has a minimum value for Apartment Close. In other words, the optimal apartment switches from Apartment Far to Apartment Close when the opportunity cost of time rises from $10/hour to $15/hour.
3.3 Optimization in Differences: Marginal Analysis

Until now, we have studied the apartment-hunting problem by calculating the total cost of each apartment. As explained above, we call that approach optimization in levels. We are now going to discuss an alternative optimization technique: optimization in differences. Optimization in differences is often faster to implement than optimization in levels, because optimization in differences focuses only on the way that alternatives differ.

Optimization in differences breaks an optimization problem down by thinking about how costs and benefits change as you hypothetically move from one alternative to another. For example, consider two alternative vacations at the same hotel in Miami: a four-day trip versus a five-day trip. Suppose that you are choosing between these two options. If you optimize in levels, you would evaluate the total net benefit of a four-day trip and compare it to the total net benefit of a five-day trip. Alternatively, you could think about only the differences between the two trips. In other words, you could think only about the costs and benefits of the extra day. An optimizer will take the five-day vacation if the benefit of vacationing for the fifth day exceeds the cost of the fifth day. In choosing between the four- and five-day options, the optimizer doesn’t actually need to worry about the first four days, since those four days are shared by both the four-day trip and the five-day trip. The optimizer can focus on the one thing that differentiates the two vacations: the fifth day.

Economists use the word marginal to indicate a difference between alternatives, usually a difference that represents one “step” or “unit” more. The fifth day of vacation is the difference, or margin, between a four-day vacation and a five-day vacation.

A cost-benefit calculation that focuses on the difference between a feasible alternative and the next feasible alternative is called marginal analysis. Marginal analysis compares the consequences—costs and benefits—of doing one step more of something. Thinking back to our apartment example, marginal analysis can be used to study the costs and benefits of moving one apartment farther away from the city center.

Marginal analysis will never change the ultimate answer to the question “what is optimal?” but it will change the way that you think about optimizing.

Marginal Cost

Let’s return to the problem of choosing the best apartment. We go back to this problem to preserve continuity with our earlier analysis. Though it may appear otherwise, we are not personally obsessed with apartment-hunting. Our analysis illustrates techniques that will enable you to optimize in any situation.

When we studied the problem of choosing a rental apartment, we did not use marginal analysis. Instead, we solved the problem by calculating and comparing the total cost—including direct and indirect costs—of the four apartments. We’ll now solve the same apartment-selection problem using marginal analysis. The optimum won’t change—we’ll confirm that below—but the way that you think about the problem will.

Again consider the commuter with a $10/hour opportunity cost of time. Instead of thinking about each of the apartments in isolation, let’s now think about the apartments comparatively. Specifically, let’s focus on what changes as we hypothetically “move” from one apartment to the next, stepping farther away from the city center. What is the difference between each pair of apartments?

Exhibit 3.7 helps you think about these changes. The “Commuting Cost” column reports the monthly commuting cost for each apartment assuming a $10/hour opportunity cost of time. The “Marginal Commuting Cost” column reports the value of the extra monthly commuting time that is generated by moving one apartment farther from the city center. For example, to move from Apartment Close to Apartment Far generates additional
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We can break the problem down by studying the marginal costs of moving farther from the city center. At what point does it make sense to stop moving farther from the city center?

Marginal cost is the extra cost generated by moving from one feasible alternative to the next feasible alternative.

In other words, the “Marginal Commuting Cost” column reports the difference between two commuting costs in adjacent positions on the list. In this particular example, the marginal commuting cost is always the same—the commuting cost rises by the same amount with each move farther away from the city center. This won’t generally be the case, but we’ve set it up this way in this problem to keep things simple. In general, marginal cost is the extra cost generated by moving from one feasible alternative to the next feasible alternative.

Now turn to the column labeled “Rent Cost,” which reports the monthly rent for each apartment. The “Marginal Rent Cost” column reports the change in the rent cost generated by moving from one apartment to the next apartment—one step farther from the city center. For example, to move from Apartment Very Close to Apartment Close would save you $90 per month, so the marginal rent cost is a negative number, −$90. Likewise, if you moved from Apartment Close to Apartment Far, you would save an additional $60 per month, so the marginal rent cost is −$60.

Finally, we’d like to know the marginal value of total cost. It turns out that we can calculate the marginal value of total cost in two alternative ways. First, we can add up the marginal commuting cost and the marginal rent cost to obtain the marginal total cost. For example, look at the first row of marginal cost numbers and confirm that $50 + (−$90) = −$40. In other words, a move from Apartment Very Close to Apartment Close raises commuting costs by $50 and changes rent by −$90, producing a combined change of −$40.

Alternatively, we could calculate total cost itself. This is done in the column labeled Total Cost. For instance, for Apartment Very Close, the commuting cost is $50 and the rent cost is $1,180, so the total cost is $1,230. For Apartment Close, the commuting cost is $100 and the rent cost is $1,090, so the total cost is $1,190. Total cost falls by $40 when we move from Apartment Very Close, with total cost $1,230, to Apartment Close, with total cost $1,190.

Both methods confirm that the marginal total cost is −$40 when moving from Apartment Very Close to Apartment Close.

Marginal commuting cost + Marginal rent cost = $50 + (−$90) = −$40

Total cost of Close − Total cost of Very Close = $1,190 − $1,230 = −$40

The fact that we calculated −$40 in both cases is no accident. The exact match reflects the fact that it doesn’t matter how we decompose costs to calculate marginal total cost. It doesn’t matter whether we calculate marginal total cost by summing marginal costs category by category or whether we calculate marginal total cost by subtracting the total cost of one apartment from the other. Because the answer is the same, you should calculate marginal total cost whichever way is easier for you.

The last column of Exhibit 3.7—marginal total cost—contains all of the information that we need to optimize. Start at the top of the column and think about how each “move” away from the city center affects the worker. The first move, from Very Close to Close, has a marginal cost of −$40 per month, so it is cost cutting. That move is worth it.

The second move, from Close to Far, has a marginal cost of −$10 per month. That move is also cost cutting and consequently it is also worth taking.
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The third move, from *Far* to *Very Far*, has a marginal cost of $20 per month. So that move is not worth taking, because it represents an increase in costs.

To sum up, the first two moves paid for themselves and the final move did not. *Very Far* can’t be an optimum, since moving from *Far* to *Very Far* made the worker worse off. *Very Close* can’t be an optimum, since moving from *Very Close* to *Close* made the worker better off. Finally, *Close* can’t be an optimum, since moving from *Close* to *Far* made the worker better off.

We conclude that *Far* is the optimum—the best feasible choice. Moving from *Close* to *Far* made the worker better off. But moving from *Far* to *Very Far* made the worker worse off. *Far* is the only apartment that satisfies the following property: moving to the apartment makes the worker better off and moving away from the apartment makes the worker worse off. In other words, *Far* has the virtue that it is a better option than its “neighbors.”

The optimizer’s goal is to make himself as well off as possible. An optimum is the point at which the optimizer cannot do any better. The apartment that is better than all its feasible alternatives is also the apartment that minimizes total costs. This is an example of the Principle of Optimization at the Margin, which states that an optimal feasible alternative has the property that moving to it makes you better off and moving away from it makes you worse off.

Optimization using marginal analysis will always pick out a single optimal alternative when the total cost curve has the bowl-like shape in Exhibit 3.8. Where the total cost (in purple) is falling, marginal cost (in red) will be negative and marginal analysis will recommend moving farther away from the city center, thereby lowering total cost. After total cost bottoms out, marginal cost will afterwards be positive, implying that the renter should move no farther out.

When the total cost curve is not bowl-shaped, the analysis gets more complicated, but even in this case, optimization in differences ultimately identifies the same optimum as optimization in levels.

Since optimization in levels and optimization in differences pick out the same optimum, you can use whichever method is easier for the particular problem that you are

---

**Exhibit 3.8** Total Cost of Each Apartment and the Marginal Cost of Moving Between Apartments, Assuming an Opportunity Cost of $10/hour

The cost-minimizing choice is Apartment *Far*. We can see this by looking at total cost (in purple) or by looking at marginal cost (in red). Total cost is falling when marginal cost is negative. Total cost is rising when marginal cost is positive. Apartment *Far* is the only apartment that is better than all of its neighbors. Marginal cost is negative when moving to Apartment *Far* and marginal cost is positive when moving away from Apartment *Far*. Thus, Apartment *Far* is the only apartment that satisfies the Principle of Optimization at the Margin.
analyzing. However, it is important to understand why economists mostly use optimization in differences—in other words, optimization at the margin. Optimization at the margin is simple because you can ignore everything about two alternatives that are being compared except the particular attributes that are different. Marginal analysis reminds you not to analyze information that will turn out to be irrelevant to your decision.

To sum up, optimization in differences has three steps:

1. Translate all costs and benefits into common units, like dollars per month.
2. Calculate the marginal consequences of moving between alternatives.
3. Apply the Principle of Optimization at the Margin by choosing the best alternative with the property that moving to it makes you better off and moving away from it makes you worse off.

Evidence-Based Economics

Q: How does location affect the rental cost of housing?

Throughout this chapter, we’ve been assuming that rental prices are higher near the city center, holding the quality of the apartment fixed. You may have wondered whether we had our facts right.

People often imagine dingy apartments downtown and nice houses out in the country. If we want to isolate the effect of location, we need to hold apartment quality constant and vary only location.

Economists Beth Wilson and James Frew assembled a database that contains information on many apartments that were available for rent in Portland, Oregon. They used statistical techniques to effectively compare apartments near the city center to similar apartments that were farther away. Such analysis reveals a strong negative relationship between distance and rent, which is plotted in Exhibit 3.9.

Exhibit 3.9 was calculated for apartments that all have the following features—one bedroom, one bathroom, laundry unit in the apartment, covered parking, cable, and air-conditioning—and have none of the following features—a fireplace, access to an exercise room, or access to a pool. The analysis compares the rent of these apartments, holding all of their features constant except for the distance to the city center.
Exhibit 3.9 confirms that proximity to the city center raises rents. The closer you get to the city, the higher the rent goes. For example, at a distance of 6 miles from the city center, the typical rent for an apartment with the specified features is nearly $1,000. For an apartment that is 1 mile from the city center, the rent for the “same” apartment is $1,500.

Exhibit 3.9 also displays a noticeable flattening around 12 miles from the city center. Can you guess why rents stop changing in this region? The answer follows from considerations about the opportunity cost of time and the structure of Portland’s highway system. Like most large cities, Portland has a ring of fast highways—a “ring road”—about 12 miles from the center of the city. People who live within a few miles of the ring road have the advantage of being near a highway system that speeds up travel time. Because of the ring roads, commute times change relatively little as you go from 9 miles to 14 miles away from the city center.

**Scarcity, Prices, and Incentives**

We can now come full circle and return to an important question that we asked previously. Why do rental prices fall as you move farther from the city center? What does this have to do with the topic of this chapter: optimization?

**Ring Road System Around Portland, Oregon**

Like most large cities, Portland has a ring of fast highways—a “ring road”—about 12 miles from the center of the city.
Mt. Hood rises to the east of Portland and presents a beautiful view to apartment dwellers lucky enough to face that way. But not everyone has such spectacular views. Some apartments are on low floors and some apartments face the less awesome views to the west. Eastern-facing apartments on high floors rent for about 20 percent more than similar apartments that don’t have the killer views. To an economist, this price differential is a good way of measuring the dollar value of a scarce resource: a room with a view.

We’ve shown that many optimizing commuters would love to live in the city center if the rental prices were the same downtown as they are in distant neighborhoods. But everyone can’t live downtown. Everyone can’t have a short commute. There just aren’t enough downtown apartments for everyone who would like one. That is an example of economic scarcity—one of the first concepts we studied in Chapter 1.

The market for apartments resolves the question of who gets to have the short commute. Markets allow optimizing landlords and optimizing renters to freely negotiate the rental price of an apartment. In the marketplace, the rental price of apartments is determined by market forces rather than by politicians or regulators. The optimizers with the highest opportunity cost of time push up the rental price of apartments with the shortest commutes.

Market prices—here the rental price of apartments—provide incentives that implicitly allocate economic resources. As the price of downtown apartments rises, only workers with the highest opportunity cost of time will be willing to rent them. Most other workers will choose to move farther away and accept the consequences of a longer commute. That’s a trade-off—more time commuting in exchange for a lower monthly rent.

Market prices have the effect of allocating the downtown apartments to the people who are willing to pay the most for them. This allocation mechanism implies that mostly highly paid workers—and others with a high opportunity cost of time—tend to rent the apartments with the best locations.

Some critics of markets complain that markets are unfair—why should the highest-paid workers also get the apartments with the best locations? The defenders of markets respond that people are paying for the privilege of having a good apartment—the apartments with the best locations have higher rents—and the market allocation mechanism guarantees that people who are willing to pay the most for the best apartments get them.

Understanding how the market allocation process works is the subject of our next chapter and many other chapters in this book. As we begin to discuss these issues, we want you to think about how society should determine the price of scarce resources, like downtown apartments. Should we have a system that allows optimizing landlords and optimizing renters to negotiate freely to determine rental prices for apartments? What if this produces a system in which the highest-paid workers are the only ones who can afford to live in the most convenient apartments? Is that inequitable? Can you think of a better way to allocate apartments?

---

**Question**

How does location affect the rental cost of housing?

**Answer**

In most cities, though not all, the farther you are from the city center, the more rental costs fall (holding apartment quality fixed). For example, in Portland, Oregon, rents fall by 33 percent as you move from the city center to otherwise identical apartments 6 miles out of town.

**Data**

Rental prices in Portland, Oregon.

**Caveat**

Though the analysis uses special statistical techniques to compare similar apartments located at different distances from the city center, it is possible that some important apartment characteristics were not held fixed in the comparison. This would bias the calculations.
Summary

Economists believe that optimization describes, or at least approximates, many of the choices economic agents make. Economists believe that most people optimize most of the time. But economists don’t take optimization for granted. Economic research attempts to answer the question: Do people optimize? Using optimization to describe and predict behavior is an example of positive economic analysis.

Optimization also provides an excellent toolbox—especially, cost-benefit analysis and marginal analysis—for improving decision making that is not already optimal. Using optimization to improve decision making is an example of normative economic analysis.

Optimization in levels has three steps: (1) translate all costs and benefits into common units, like dollars per month; (2) calculate the total net benefit of each alternative; (3) pick the alternative with the highest net benefit.

Optimization in differences analyzes the change in net benefits when you switch from one alternative to another. The most important example is marginal analysis, a cost-benefit calculation that focuses on the difference between one alternative and the next alternative. Marginal analysis compares the consequences of doing one step more of something. Marginal cost is the extra cost generated by moving from one alternative to the next alternative.

Optimization in differences has three steps: (1) translate all costs and benefits into common units, like dollars per month; (2) calculate the marginal consequences of moving between alternatives; (3) apply the Principle of Optimization at the Margin by choosing the best alternative with the property that moving to it makes you better off and moving away from it makes you worse off.

Optimization in levels and optimization in differences yield answers in agreement. These techniques are two sides of the same coin.
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Questions

Select questions are available in MyEconLab for practice and instructor assignment.

1. Are people, households, businesses, and governments always exercising their optimal choice when making decisions?
2. What is meant by marginal analysis? Explain with an example.
3. What is meant by comparative statics? Explain with an example.
4. Some people choose to live close to the city center; others choose to live away from the city center and take a longer commute to work every day. Does picking a location with a longer commute imply a failure to optimize?
5. Suppose you had information on the sales of similar homes just east and just west of the boundary between two school districts. How could you use those data to estimate the value parents place on the quality of their children’s schools?
6. There is a proverb “anything worth doing is worth doing well.” Do you think an economist would agree with this proverb?
7. Why do economists mostly use optimization in differences, as opposed to optimization in levels?
8. Define optimization in differences and optimization in levels. Do they yield the same result?
9. What is marginal cost? Explain with an example.

Problems

Select problems are available in MyEconLab for practice and instructor assignment.

1. Suppose you as a risk-averse individual are making two different decisions: the first is to buy a financial stock, the second is to buy a good to consume. Identify how you would behave in each situation so as to optimize your choice. Does optimal choice always mean obtaining the highest payoff?
2. When we consume an apple, we can evaluate its total utility as well as its marginal utility.
   a. Define the concept of marginal analysis in general.
   b. What is the marginal utility in this case? Why is marginal utility more useful than total utility in the decision of optimal consumption?
3. Determine if the following statements better describe optimization in levels or optimization in differences.
   a. John is attempting to decide on a movie. He determines that the new Batman movie provides him with $5 more of a benefit than the new Spiderman movie.
   b. Marcia finds that the net benefit of flying from Chicago to Honolulu on a non-stop United Airlines flight is $400, and the net benefit for the same trip flying on a one-stop American Airlines flight is $200.
   c. Nikki decided to take the first available parking space as she entered the student lot. She felt that the first available space had a $5 premium compared with all other possible spaces because she did not want to risk being late for her exam.
   d. Reagan determined that the net benefit of taking the combination of two lecture courses and an online lecture course was $100. The same three courses online gave her a net benefit of $80, and all three in a lecture-based format gave her a net benefit of $90.
4. You are taking two courses this semester, biology and chemistry. You have quizzes coming up in both classes. The following table shows your grade on each quiz for different numbers of hours studying for each quiz. (For the purposes of this problem, assume that each hour of study time can’t be subdivided.) For instance, the table implies that if you studied one hour on Chemistry and two hours on Biology you would get a 77 on Chemistry and a 74 on Biology.

<table>
<thead>
<tr>
<th>Hours of Study</th>
<th>Chemistry</th>
<th>Biology</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>70</td>
<td>60</td>
</tr>
<tr>
<td>1</td>
<td>77</td>
<td>68</td>
</tr>
<tr>
<td>2</td>
<td>82</td>
<td>74</td>
</tr>
<tr>
<td>3</td>
<td>85</td>
<td>78</td>
</tr>
</tbody>
</table>

Your goal is to maximize your average grade on the two quizzes. Use the idea of optimization in differences to decide how much time you would spend studying for each quiz if you had only one hour in total to prepare for the two exams (in other words, you will study for one hour on one exam and zero hours on the other exam). How would you allocate that single hour of study time across the two subjects? Now repeat the analysis assuming that you have two hours in total to prepare for the two exams. How would you allocate those two hours across the two subjects? Finally, repeat the analysis assuming that you have three hours in total to prepare for the two exams. How would you allocate those three hours across the two subjects?
5. Your total benefits from consuming different quantities of gas each week are shown in the following table.

<table>
<thead>
<tr>
<th>Gallons per Week</th>
<th>Total Benefit (dollar equivalent)</th>
<th>Marginal Benefit</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>X</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>36</td>
<td></td>
</tr>
</tbody>
</table>

a. Complete the marginal benefit column starting with the step from 0 gallons to 1 gallon per week.
b. The price of gasoline is $4 per gallon. Use the Principle of Optimization at the Margin to find an optimal number of gallons of gas to consume each week.
c. Some people have suggested a tax of $2 per gallon of gasoline as a way to reduce global warming. ( Burning fossil fuels such as gasoline releases greenhouse gases, which are a cause of global warming.) Suppose the price of gasoline (including the tax) rises to $6 per gallon. Use the Principle of Optimization at the Margin to find an optimal number of gallons of gasoline given this new tax on gasoline.

6. Scott loves to go to baseball games, especially home games of the Cincinnati Reds. All else equal, he likes to sit close to the field. He also likes to get to the stadium early to watch batting practice. The closer he parks to the stadium the more batting practice he is able to watch (the garages all open simultaneously). Find Scott’s optimal seat type and parking garage using the information that follows.

<table>
<thead>
<tr>
<th>Location/Seat</th>
<th>Price</th>
<th>Scott's Value of View</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diamond Seats</td>
<td>$235</td>
<td>$200</td>
</tr>
<tr>
<td>Club Home</td>
<td>$95</td>
<td>$130</td>
</tr>
<tr>
<td>Club Seating</td>
<td>$85</td>
<td>$125</td>
</tr>
<tr>
<td>Scout Box</td>
<td>$79</td>
<td>$120</td>
</tr>
<tr>
<td>Scout</td>
<td>$69</td>
<td>$100</td>
</tr>
</tbody>
</table>

7. Suppose the total benefit and total cost to society of various levels of pollution reduction are as follows:

<table>
<thead>
<tr>
<th>Pollution Reduction</th>
<th>Total Benefit</th>
<th>Total Cost</th>
<th>Total Net Benefit</th>
<th>Marginal Benefit</th>
<th>Marginal Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1</td>
<td>20</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>38</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>54</td>
<td>33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>68</td>
<td>48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>90</td>
<td>84</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. Complete column (4).
b. Use optimization in levels to show that if the U.S. Environmental Protection Agency (EPA) wants to maximize total net benefit, then it should require 3 units of pollution reduction.
c. Complete columns (5) and (6), starting with the step from 0 to 1 unit of pollution reduction.
d. Show that the Principle of Optimization at the Margin would also tell the EPA to require 3 units of reduction.
8. Assume that your country’s income tax structure has the following tax rates: if your income is $30,000 or less you pay no income tax; if your income is above $30,000, you pay 30 percent of the amount above $30,000. And so, for example, someone who earns $60,000 would pay 30% \times ($60,000 − $30,000) = $9,000.

Your marginal tax rate is defined as the taxes you pay if you earn one more dollar. Your average tax rate is defined as the total taxes you pay divided by your income. And so, to continue with this example, someone who earns $60,000 would have a marginal tax rate of 30 percent and an average tax rate of $9,000/$60,000 = 15%.

You have three alternatives. You could not work at all, you could work half time, or you could work full time. If you do not work at all, you will earn $0; if you work half-time you will earn $30,000; and if you work full-time, you will earn $60,000. Any time you do not work, you can spend surfing. You love to surf: surfing full-time is worth $50,000 per year to you, surfing half-time is worth $25,000 per year to you, and not surfing at all is worth nothing to you. As you are making your decision about how much to work, should you pay attention to your average tax rate or to your marginal tax rate? Explain your answer carefully.

9. A firm reported that the total cost of producing 100 units is $20,000 and that the production of 101 units needs a total cost of $20,100. The total cost is composed of fixed and variable costs. The variable costs are equal to $15,000, while the fixed costs are equal to $5,000. What is the marginal cost of producing the 101st unit? Suppose that these variable costs are composed of 10 workers and each worker is paid $500 per month. What is the marginal cost of the 12th worker?
How much more gasoline would people buy if its price were lower?

During 2013, the retail price of a gallon of gasoline in the United States fluctuated between $3 and $4 per gallon. How much gasoline do you buy now? How much would you buy if the price were lower—say, $1 per gallon? How low would it have to go to tempt you to take lots of road trips? What if the price were $0.04 per gallon, so that gasoline was practically free? Amazingly, that's what Venezuelans paid for gas in 2013, due to an extraordinary government subsidy.

In this chapter, we study how buyers and sellers respond to the changing price of goods and services, and we use the energy market and gasoline as our leading example. How does the price of gas affect the decisions of gas buyers, like households, and gas sellers, like ExxonMobil? How do the decisions of buyers and sellers jointly determine the price of gas when it isn’t dictated by government policies?
Section 4.1 Markets

Every year over one billion drivers pull into gas stations around the world. These drivers almost never find that gas stations are “sold out.” Most of the time, it takes less than 10 minutes to fill the tank and pull back on the road.

The efficiency of this system is amazing. Nobody tells the companies that run the gas stations how many drivers to expect, and nobody tells the drivers where to fill their tanks. No “fill ‘er up” tickets are presold by Ticketmaster or Live Nation. But somehow, there is almost always enough gas for every driver who wants to fill the tank. Drivers get the gas they are willing to pay for, and gasoline companies make enough money to pay their employees and send dividends to their shareholders.

This chapter is about how the gasoline market and other markets like it work. A market is a group of economic agents who are trading a good or service, and the rules and arrangements for trading. Agricultural and industrial goods like wheat, soybeans, iron, and coal are all traded on markets. A market may have a specific physical location—like Holland’s Aalsmeer Flower Auction—or not. For example, the market for gasoline is dispersed—located on every corner you find a gas station. Likewise, Monster.com (a Web-based job market) operates wherever there’s a computer and an Internet connection. To an economist, dating Web sites like okcupid.com or christianmingle.com are markets, too.

This chapter is about how the gasoline market and other markets like it work. A market is a group of economic agents who are trading a good or service, and the rules and arrangements for trading. Agricultural and industrial goods like wheat, soybeans, iron, and coal are all traded on markets. A market may have a specific physical location—like Holland’s Aalsmeer Flower Auction—or not. For example, the market for gasoline is dispersed—located on every corner you find a gas station. Likewise, Monster.com (a Web-based job market) operates wherever there’s a computer and an Internet connection. To an economist, dating Web sites like okcupid.com or christianmingle.com are markets, too.

We focus the discussion on markets in which all exchanges occur voluntarily at flexible prices. This chapter explains how markets use prices to allocate goods and services. Prices act as a selection device that encourages trade between the sellers who can produce goods at low cost and the buyers who place a high value on the goods.

We will illustrate all of this by studying the market for gasoline, which is refined from crude oil, as well as the broader market for energy. You’ll see that the price of gasoline is set in a way...
If all sellers and all buyers face the same price, it is referred to as the **market price**.

In a **perfectly competitive market**, (1) sellers all sell an identical good or service, and (2) any individual buyer or any individual seller isn’t powerful enough on his or her own to affect the market price of that good or service.

A **price-taker** is a buyer or seller who accepts the market price—buyers can’t bargain for a lower price and sellers can’t bargain for a higher price.

This warehouse in Aalsmeer, Holland, covers an area larger than 100 football fields and hosts thousands of daily auctions for wholesale (bulk) flowers.

That implies that gas stations are ready to sell a quantity of gasoline that is equal to the quantity of gasoline that drivers want to buy.

### Competitive Markets

Think of a city filled with hundreds of gas stations, each of which has an independent owner. The gas station on your block would lose most of its business if the owner started charging $1 more per gallon than all of the other stations. Likewise, you wouldn’t be able to fill your tank if you drove around town offering gas station attendants $1 less per gallon than they were charging their other customers. Gas station attendants usually don’t cut special deals with individual customers. Drivers of Cadillacs and Kias pay the same price for a gallon of regular unleaded.

To prove that pleading poverty and haggling for a better gas price won’t work, try bargaining for a discount the next time you need to fill your tank. Try this only if you have enough gas to reach the next station.

If all sellers and all buyers face the same price, that price is referred to as the **market price**. In a perfectly competitive market, (1) sellers all sell an identical good or service, and (2) any individual buyer or any individual seller isn’t powerful enough on his or her own to affect the market price. This implies that buyers and sellers are all **price-takers**. In other words, they accept the market price and can’t bargain for a better price.

Very few, if any, markets are perfectly competitive. But economists try to understand such markets anyway. At first this sounds kind of nutty. Why would economists study a thing that rarely exists in the world? The answer is that although few, if any, markets are perfectly competitive, many markets are nearly perfectly competitive. Many gas stations do have nearby competitors—often right across the street—that prevent them from charging more than the market price. There are some gas stations that don’t have such nearby competitors—that think of an isolated station on a country road—but such examples are the exception. If sellers have nearly identical goods and most market...
participants face lots of competition, then the perfectly competitive model is a good approximation of how actual markets work.

On the other hand, there are some markets in which large market participants—like Microsoft in the software market—can single-handedly control market prices; we’ll come to markets like that in later chapters.

In this chapter, our goal is to understand the properties of markets that have flexible prices and are perfectly competitive (identical goods and market participants who can’t influence the market price). Along the way, we’ll ask three questions.

1. How do buyers behave?
2. How do sellers behave?
3. How does the behavior of buyers and sellers jointly determine the market price and the quantity of goods transacted?

Each of the next three sections addresses one of these fundamental questions.

4.2 How Do Buyers Behave?

We start by studying the behavior of buyers. We assume that these buyers are price-takers: they treat the market price as a take-it-or-leave-it offer and don’t try to haggle to lower the price. We want to study the relationship between the price of a good and the amount of the good that buyers are willing to purchase. At a given price, the amount of the good or service that buyers are willing to purchase is called the quantity demanded.

To illustrate the concept of quantity demanded, think about your own buying behavior. When gas prices rise, do you tend to buy less gas? For example, if gas prices rise, a student who lives off campus might bike to school instead of driving. She might join a carpool or shift to public transportation. If gas prices rise high enough, she might sell her gas guzzler altogether. Even a student who lives on campus might cut back her gasoline consumption. During spring break, she might take the bus from Boston to her parents’ home in Washington, D.C., rather than driving her car.

Let’s quantify these kinds of adjustments. Take Chloe, a typical consumer who responds to increases in gasoline prices by reducing her purchases of gasoline. Chloe may not be able to adjust her gasoline consumption immediately, but in the long run she will use less gas if the price of gas increases—for instance, by switching to public transportation. The relationship between Chloe’s purchases of gasoline and the price of gasoline is summarized in the shaded area.

From 2005 to 2008, gasoline prices rose by 30 percent and Hummer sales fell by 50 percent. At that time, no other car brand experienced sales declines that were this steep. Hummer demand fell so quickly that General Motors shut down the brand in 2010.
Two variables are negatively related if the variables move in the opposite direction.

Law of Demand: In almost all cases, the quantity demanded rises when the price falls (holding all else equal).

**Exhibit 4.1 Chloe’s Demand Schedule and Demand Curve for Gasoline**

The lower the price of gasoline, the more gasoline that Chloe chooses to buy. In other words, her quantity demanded increases as the price of gasoline decreases. Demand curves are downward-sloping—the height of the curve falls as we move from left to right along the horizontal axis.

### Demand Schedule

<table>
<thead>
<tr>
<th>Price ($/gallon)</th>
<th>Quantity demanded (gallons/year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$6</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>150</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
</tr>
<tr>
<td>2</td>
<td>250</td>
</tr>
<tr>
<td>1</td>
<td>300</td>
</tr>
</tbody>
</table>

A demand schedule is a table that reports the quantity demanded at different prices, holding all else equal.

Holding all else equal implies that everything else in the economy is held constant. The Latin phrase ceteris paribus means “with other things the same” and is sometimes used in economic writing to mean the same thing as “holding all else equal.”

The demand curve plots the quantity demanded at different prices. A demand curve plots the demand schedule.

A demand curve is a graph that shows the relationship between the price of a good and the quantity demanded of that good. It is downward-sloping, indicating that as the price of gasoline decreases, the quantity demanded increases.

### Demand Curves

We’ll often want to plot a demand schedule. That is what the demand curve does. The demand curve plots the relationship between prices and quantity demanded (again, holding all else equal). In Exhibit 4.1, each dot plots a single point from the demand schedule. For example, the leftmost dot represents the point at which the price is $6 per gallon and the quantity demanded is 50 gallons of gasoline per year. Similarly, the rightmost dot represents the point at which the price is $1 per gallon and the quantity demanded is 300 gallons of gasoline per year. Notice that the horizontal axis (the x-axis) represents the quantity demanded. The vertical axis (the y-axis) represents the price per gallon. Economists usually “connect the dots” as we have in Exhibit 4.1, which implies that prices and quantities demanded don’t always have to be round numbers.

The demand curve has an important property that we will see many times. The price of gasoline and the quantity demanded are negatively related, which means that they move in opposite directions. In other words, when one goes up, the other goes down, and vice versa. In Chloë’s case, a gas price of $6/gallon generates a quantity demanded of 50 gallons per year, and a price of $1/gallon generates a much greater quantity demanded of 300 gallons per year. The price of gas and the quantity demanded move in opposite directions.

Almost all goods have demand curves that exhibit this fundamental negative relationship, which economists call the Law of Demand: the quantity demanded rises when the price falls (holding all else equal).

In this book all demand curves, demand schedules, and graph labels related to demand are in blue.

### Willingness to Pay

Chloë’s demand curve can also be used to calculate how much she is willing (and able) to pay for an additional gallon of gasoline. One extra gallon of gasoline is called a marginal...
gallon. The height of her demand curve at any given quantity is the amount she is willing to pay for that marginal unit of the good. In other words, the height of her demand curve is the value in dollars that Chloe places on that last gallon of gasoline.

For example, Chloe is willing to pay $4 for her 150th gallon of gasoline. In other words, with 149 gallons already at her disposal in one year, Chloe’s willingness to pay for an additional gallon of gasoline is $4. **Willingness to pay** is the highest price that a buyer is willing to pay for an extra unit of a good.

On the other hand, Chloe is willing to pay only $3 for a marginal gallon of gasoline if she already has 199 gallons (for use that year). Chloe’s willingness to pay for an additional gallon is negatively related to the quantity that she already has—this is the quantity on the horizontal axis in Exhibit 4.1. The more gasoline that she already has, the less she is willing to pay for an additional gallon. For most goods and services, this negative relationship applies. The more you have of something—for instance, slices of pizza—the less gain there is from acquiring another unit of the same good.

This is an example of a concept called **diminishing marginal benefit**: as you consume more of a good, your willingness to pay for an additional unit declines. An easy way to remember this concept is to think about donuts. My first donut in the morning is worth a lot to me so I am willing to pay a lot for it. My fourth donut in the same sitting is worth much less to me, so I am willing to pay less for it. In general, the more donuts I eat, the less I am willing to pay for an extra donut.

### From Individual Demand Curves to Aggregated Demand Curves

So far we’ve talked about a single consumer, Chloe. But we can easily extend the ideas that we have discussed to all buyers of gasoline, including consumers and firms.

Think about the worldwide market for energy. Chloe’s demand curve implies that she will increase her use of gasoline when the price of gasoline goes down. Other gasoline users will also increase their consumption of gasoline as its price falls.

Though all individual demand curves are downward-sloping, that’s about all they have in common. For example, a schoolteacher in Kenya may earn $1,000 per year. For any given price of gasoline, the schoolteacher probably won’t consume nearly as much gasoline as a typical worker in the United States (who has about 50 times as much income to spend).

This leaves us with a challenge. How do we account for the gasoline demand of billions of consumers worldwide? All of their demand curves will obey the Law of Demand, but otherwise they won’t look alike. To study the behavior of the worldwide energy market, economists need to study the worldwide demand curve for gasoline, which is equivalent to the sum of all the individual demand curves. Economists call this adding-up process the **aggregation** of the individual demand curves.

We’ll begin by showing you how to add up the demand of just two individual buyers. We’ll first teach you how to do it with demand schedules. Then we’ll show you what that implies for plotted demand curves. Remember that these different ways of thinking about demand are equivalent. Each method reinforces the other.

Exhibit 4.2 contains two individual demand schedules and a total demand schedule. To calculate the total quantity demanded at a particular price, simply add up Sue’s and Carlos’s quantity demanded at that price. For example, at a price of $4 per gallon, Sue has a quantity demanded of 200 gallons per year. At that same price, Carlos has a quantity demanded of 400 gallons per year. So the aggregate level of quantity demanded at a price of $4/gallon is 200 + 400 = 600 gallons per year.

Conceptually, aggregating quantity demanded means fixing the price and adding up the quantities that each buyer demands. It is important to remember that quantities are being added together, not prices. Here’s an example to help you remember this point. Consider a bakery selling donuts at $1 each. Suppose that two hungry students walk into the bakery and each wants a donut. The total quantity demanded by the two students would be two donuts at a price of $1 per donut. Remember this tale of two donuts and you’ll avoid getting confused when you calculate total demand schedules.

Exhibit 4.2 also contains plotted demand curves. When a demand curve is a straight line, as in this exhibit, the relationship between price and quantity demanded is said to
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be linear. Economists often illustrate demand curves with straight lines because they are easy to explain and easy to express as equations. On the other hand, real-world demand curves don’t tend to be perfectly straight lines, so the linear model is mostly used as an illustrative case.

The plotted demand curves in Exhibit 4.2 can be aggregated the same way that the demand schedules are aggregated. Again, look at the quantities demanded at a single price, say $4/gallon. Sue’s demand curve has a quantity demanded of 200 gallons per year. Carlos’s demand curve has a quantity demanded of 400 gallons per year. Total quantity demanded at a price of $4 per gallon is the sum of the two individual quantities demanded: 200 + 400 = 600 gallons per year.

Building the Market Demand Curve

Exhibit 4.2 shows you how to add up demand curves for just two buyers. We would like to study the demand of all buyers in a market. Economists refer to this as the market demand curve. It is the sum of the individual demand curves of all the potential buyers. The market demand curve plots the relationship between the total quantity demanded and the market price, holding all else equal.

Over 1 billion economic agents purchase gasoline every year. If we added up the total quantity of gasoline demanded at a particular market price, we could calculate the market demand for gasoline at that price. But economists rarely study the market demand for gasoline. Economists who study energy markets recognize that the gasoline market is very closely tied to all of the other markets for products produced from crude oil. Jet fuel, diesel fuel, and automobile gasoline are all produced from oil. Accordingly, when economists study the market for gasoline, we aggregate to the total market for oil. Exhibit 4.3 reports a rough approximation of the worldwide demand curve for billions of “barrels of oil” (there are 42 gallons per barrel), which is the unit of measurement that is commonly used in this market.
Finally, note that the demand curve in Exhibit 4.3 is not a straight line, and therefore looks a bit different from the straight demand curves that you saw earlier. This serves as a reminder that the key property of a demand curve is the negative relationship between price and quantity demanded. Demand curves can exhibit this negative relationship without being straight lines.

Exhibit 4.3 also contains a horizontal dashed line that represents the market price of oil from 2011 to 2013: $100 per barrel. The horizontal price line crosses the demand curve at a point labeled with a dot. At this intersection the buyers’ willingness to pay (the height of the demand curve) is equal to the market price of oil. Buyers keep purchasing oil as long as their willingness to pay is greater than or equal to the price of oil. At a market price of $100 per barrel, the demand curve implies that buyers will keep purchasing oil until they reach a quantity demanded of 35 billion barrels of oil per year.

**Shifting the Demand Curve**

When we introduced the demand curve, we explained that it describes the relationship between price and quantity demanded, holding all else equal. It’s now time to more carefully consider the “all else” that is being held fixed.

The demand curve shifts when these five major factors change:

- Tastes and preferences
- Income and wealth
- Availability and prices of related goods
- Number and scale of buyers
- Buyers’ beliefs about the future

**Changing Tastes and Preferences**  A change in tastes or preferences is simply a change in what we personally like, enjoy, or value. For example, your demand for oil products would fall (holding price fixed) if you became convinced that global warming was a significant global problem and it was your ethical duty to use fewer fossil fuels. Because your willingness to buy oil products decreases as a result of your growing environmental worries, your demand curve shifts to the left. We refer to this as a “left” shift in the demand curve because a lower quantity demanded for a given price of oil corresponds to a leftward movement on the horizontal axis.

If many people have experiences like this—say an environmental documentary convinces millions of drivers to buy hybrids—then the market demand curve will experience a shift to the left. See Exhibit 4.4 for an example of a left shift in a demand curve.

Naturally, a taste change could also shift a demand curve to the right, corresponding to an increase in the quantity demanded at a given market price. For example, this would happen to your individual demand curve if you started dating someone who lives a few towns away, thereby increasing your transportation needs. Exhibit 4.4 also plots a right shift in a demand curve.
For an inferior good, rising income shifts the demand curve to the left. No insult intended to Spam lovers.
For a normal good, an increase in income causes the demand curve to shift to the right (holding the good’s price fixed).

For an inferior good, an increase in income causes the demand curve to shift to the left (holding the good’s price fixed).

Two goods are substitutes when the fall in the price of one leads to a left shift in the demand curve for the other. Two goods are complements when the fall in the price of one leads to a right shift in the demand curve for the other.

Changing Number and Scale of Buyers When the number of buyers increases, the demand curve shifts right. When the number of buyers decreases, the demand curve shifts left. The scale of the buyers’ purchasing behavior also matters. For example, if the mayor of a small town switches all of the town buses from gasoline to battery power, this will have a much smaller impact on worldwide gasoline demand than a switch by the mayor of the world’s largest city, Tokyo.

Changing Buyers’ Beliefs About the Future Changing buyers’ beliefs about the future also influence the demand curve. Suppose that some people begin losing their jobs during the first months of an economy-wide slowdown. Even if you hadn’t lost your job, you might still be worried. You could lose your job at some point in the near future, and anticipating this possibility might lead you to build up a rainy-day fund right now. To do this, you might cut your spending by carpooling or eliminating weekend trips to local ski resorts. Such belt-tightening tends to reduce gas usage and shifts the demand curve for oil to the left.

Summary of Shifts in the Demand Curve and Movements Along the Demand Curve

The demand curve shifts when these factors change:
1. Tastes and preferences
2. Income and wealth
3. Availability and prices of related goods
4. Number and scale of buyers
5. Buyers’ beliefs about the future

The only reason for a movement along the demand curve: A change in the price of the good itself

Evidence-Based Economics

Q: How much more gasoline would people buy if its price were lower?

We’ve explained that the quantity of gasoline demanded falls as the price rises. We’re now ready to study empirical evidence that backs this up. Brazil and Venezuela share a border, and they have similar levels of income per person. Both are also large oil producers—one each produced about 3 million barrels per day in 2013. However, they have radically different energy policies. Like most countries, Brazil heavily taxes the sale of gasoline. In contrast, Venezuela aggressively subsidizes the sale of gasoline. To compare their policies, we report the U.S. dollar price of gasoline in 2013, when Brazilian drivers paid $5.58 per gallon and Venezuelan drivers paid only $0.04 per gallon. The Venezuelan government provided enough of a subsidy to make
Evidence-Based Economics (Continued)

gasoline practically free. The Venezuelan government is a major oil producer and supplies enough gas to meet consumer demand, even when the price was $0.04 per gallon.

The Law of Demand predicts that a lower price should be associated with a higher quantity demanded, all else held equal. In fact, per person gasoline consumption is almost five times higher in Venezuela than in Brazil.

Exhibit 4.5 plots the price of gasoline on the vertical axis (including taxes and subsidies) and the quantity of gasoline demanded on the horizontal axis. As you can see, there is a negative relationship between price and quantity demanded. We’ve also added Mexico to this figure to give you a sense of how another Latin American country (with similar per person income) compares. Mexico provides a small subsidy on gasoline and consequently falls between the other two countries. The Law of Demand predicts a negative relationship between price and quantity demanded, and the data confirms that prediction.

Exhibit 4.5 The Quantity of Gasoline Demanded (per person) and the Price of Gasoline in Brazil, Mexico, and Venezuela

There is a negative relationship between price and quantity demanded in the gasoline market. Quantity demanded is from the OECD. After-tax, after-subsidy gasoline prices are from AIRINC.

Question
How much more gasoline would people buy if its price were lower?

Answer
Venezuelans, who paid only $0.04 per gallon of gas, purchased five times as much per person as Brazilians, who paid $5.58 per gallon.

Data
We compare the quantity of gasoline demanded in Latin American countries with similar levels of income per person and very different gas prices. The variation in gas prices is caused by differences in taxes and subsidies.

Caveat
Though income levels per person are similar in these countries, the countries have other differences that are not accounted for in this analysis.
4.3 How Do Sellers Behave?

You now understand the behavior of buyers. To understand the complete picture of a market, we also need to study sellers. The interaction of buyers and sellers in a marketplace determines the market price.

We want to analyze the relationship between the price of a good and the amount of the good that sellers are willing to sell or supply. At a given price, the amount of the good or service that sellers are willing to supply is called the quantity supplied. Note that in this book, all supply curves, supply schedules, and graph labels relating to supply are in red.

To build intuition for the concept of quantity supplied, think about a company like ExxonMobil. As the price of oil goes up, ExxonMobil increases its willingness to supply oil that is relatively expensive for the company to discover and extract. Some oil is in deep-water locations where the ocean depth is 2 miles and the oil is another 8 miles below the seafloor. Such wells are drilled by specialized ships two football fields long, which are staffed by hundreds of workers and equipped with robotic, unmanned submarines. Because of the enormous expense, such wells are only drilled when the price of oil is over $70 per barrel.

Drilling for oil from offshore platforms above the Arctic Circle is not profitable unless the price of oil exceeds $80 per barrel. At the other extreme, oil from the deserts of Saudi Arabia costs less than $20 per barrel to extract.

Supply Curves

ExxonMobil responds to increases in the price of oil by developing new oil fields in ever more challenging locations. The relationship between ExxonMobil’s production of oil and the price of oil is summarized in the boxed supply schedule in Exhibit 4.6. A supply schedule is a table that reports the quantity supplied at different prices, holding all else equal.
Willingness to Accept

If ExxonMobil is optimizing, the firm should be willing to supply one additional barrel of oil if it is paid at least its marginal cost of production. Recall from the chapter on optimization (Chapter 3) that marginal cost is the extra cost generated by producing an additional unit. As long as an oil producer is paid at least its marginal cost per barrel, it should be willing to supply another barrel of oil.

For an optimizing firm, the height of the supply curve is the firm’s marginal cost. For example, ExxonMobil’s supply curve implies that if the price of oil is $100, then the quantity supplied is 1.5 billion barrels per year. We can turn this around and say it another way—ExxonMobil is willing to accept $100 to produce its 1.5 billionth barrel of oil. That’s what the supply curve tells us. Economists call this ExxonMobil’s willingness to accept, which is the lowest price that a seller is willing to get paid to sell an extra unit of a good. For an optimizing firm, willingness to accept is the same as the marginal cost of production. ExxonMobil is willing to accept $100 for an additional barrel, because $100 is ExxonMobil’s marginal cost when it produces its 1.5 billionth barrel in a year.

From the Individual Supply Curve to the Market Supply Curve

When we studied buyers, we summed up their individual demand curves to obtain a market demand curve. We’re now ready to do the same thing for the sellers. Adding up quantity supplied works the same way as adding up quantity demanded. We add up quantities at a particular price. We then repeat this at every possible price to plot the market supply curve. The market supply curve plots the relationship between the total quantity supplied and the market price, holding all else equal.

Let’s start with an aggregation analysis that assumes there are only two oil companies, ExxonMobil and Chevron. Assume that they have the supply schedules listed in Exhibit 4.7. At a price of $100 per barrel, the quantity supplied by Chevron is 1 billion barrels of oil per year and the quantity supplied by ExxonMobil is 1.5 billion barrels of oil per year. So the total quantity supplied at the price of $100 per barrel is 1 billion + 1.5 billion = 2.5 billion barrels of oil per year. To calculate the total supply curve, we repeat this calculation for each price. The resulting total supply curve is plotted in Exhibit 4.7.

Of course, the market contains thousands of oil producers, not just ExxonMobil and Chevron. The market supply curve is the sum of the individual supply curves of all these thousands of potential sellers, just as the market demand curve is the sum of the individual demand curves of all the potential buyers.

Aggregating the individual supply curves of thousands of oil producers yields a market supply curve like the one plotted in Exhibit 4.8. We’ve included a dashed line at $100/barrel, which is the approximate market price that prevailed in the world oil market from 2011 to 2013. At this price, the total quantity supplied is 35 billion barrels of oil per year.

Shifting the Supply Curve

Recall that the supply curve describes the relationship between price and quantity supplied, holding all else equal. There are four major types of variables that are held
Exhibit 4.7
Aggregation of Supply Schedules and Supply Curves
To calculate the total quantity supplied at a particular price, add up the quantity supplied by each supplier at that price. Repeat this for each price to derive the total supply curve.

Exhibit 4.8 Market Supply Curve for Oil
The market supply curve is upward-sloping, like the supply curves of the individual sellers.

fixed when a supply curve is constructed. The supply curve shifts when these variables change:

- Prices of inputs used to produce the good
- Technology used to produce the good
- Number and scale of sellers
- Sellers’ beliefs about the future

Changing Prices of Inputs Used to Produce the Good
Changes in the prices of inputs shift the supply curve. An input is a good or service used to produce another good or service. For instance, steel is used to construct oil platforms, to create oil drilling machinery,
4.1 4.2 4.4 4.5

Exhibit 4.9 Shifts of the Supply Curve vs. Movement Along the Supply Curve

Many factors other than a good’s price affect the quantity supplied. If a change in these factors decreases the quantity supplied at a given price, then the supply curve shifts left (panel (a)). If a change in these factors increases the quantity supplied at a given price, then the supply curve shifts right (panel (a)). On the other hand, if only the good’s own price changes, then the supply curve does not shift and we move along the supply curve (panel (b)).

The supply curve shifts only when the quantity supplied changes at a given price.

If a good’s own price changes and its supply curve hasn’t shifted, the own price change produces a movement along the supply curve.

A photograph of a Libyan oil refinery burning during the 2011 civil war that overthrew Colonel Muammar Gaddafi. During the war almost all of Libya’s oil production was shut down, shifting the world oil supply curve to the left.

An increase in the price of steel implies that some opportunities to produce oil will no longer be profitable, and therefore optimizing oil producers will choose not to supply as much oil (holding the price of oil fixed). It follows that an increase in the price of steel shifts the supply curve of oil to the left. In other words, holding the price of oil fixed, the quantity of oil supplied falls. On the other hand, a fall in the price of steel shifts the supply curve of oil to the right. Panel (a) of Exhibit 4.9 plots these left and right shifts in the supply curve.

This example illustrates two key concepts:

- The supply curve shifts only when the quantity supplied changes at a given price. Left and right shifts are illustrated in panel (a) of Exhibit 4.9.
- If a good’s own price changes and its supply curve hasn’t shifted, the own price change produces a movement along the supply curve.

Changes in Technology Used to Produce the Good Changes in technology also shift the supply curve. In recent years, “fracking” (induced hydraulic fracturing) has revolutionized the energy industry. This technology uses pressurized fluids to create fractures in the underground rock formations that surround a drilled well. The fractures enable oil and natural gas to seep out of the rock and be drawn from the well. Fracking has caused a right shift in the supply curves for petroleum and natural gas.

Changes in the Number and Scale of Sellers Changes in the number of sellers also shift the supply curve. For example, in 2011 Libyan rebels overthrew Muammar Gaddafi, a dictator who had controlled the country for 42 years. Gaddafi loyalists defended his regime and the fighting dragged on for 6 months. During this period, Libya essentially stopped oil production. Before the war, Libyan wells had been producing about 1.5 million barrels per day. This is the scale of Libyan production. During the Libyan civil war, the worldwide supply curve shifted to the left by 1.5 million barrels per day.

Changes in Sellers’ Beliefs About the Future Finally, changes in sellers’ beliefs about the future shift the supply curve. For example, consider the market for natural gas. Every winter, natural gas usage skyrockets for home heating. This creates a winter spike in
natural gas prices. Expecting such price spikes, natural gas producers store vast quantities during the summer (when prices are low by comparison). In other words, natural gas producers use much of their summer natural gas production to build up stockpiles instead of selling all of the summer production to the public. This implies that natural gas suppliers shift the supply curve to the left in the summer. This is an optimization strategy. By pulling supply off the (low-price) summer market and increasing supply in the (high-price) winter market, natural gas suppliers obtain a higher average price. Summarizing this strategy, natural gas producers adjust their supply throughout the year in response to expectations about how the price of natural gas will move in the future.

### 4.4 Supply and Demand in Equilibrium

Up to this point, we have provided tools that explain the separate behavior of buyers and sellers. We haven’t explained how to put the two sides of the market together. How do buyers and sellers interact? What determines the market price at which they trade? What determines the quantity of goods bought by buyers and sold by sellers? We will use the market demand curve and the market supply curve to answer these questions. We’ll continue to study a perfectly competitive market, which we’ll refer to from now on as a “competitive market.”

Competitive markets converge to the price at which quantity supplied and quantity demanded are the same.

---

**Exhibit 4.10 Demand Curve and Supply Curve for Oil**

In a competitive market, the market price is the point at which the demand curve intersects the supply curve.
In Exhibit 4.10, the demand curve (in blue) and the supply curve (in red) for the oil market cross at a price of $100 per barrel and a quantity of 35 billion barrels. Because the demand curve slopes down and the supply curve slopes up, the two curves have only one crossing point. Economists refer to this crossing point as the competitive equilibrium. The price at the crossing point is referred to as the competitive equilibrium price, which is the price at which quantity supplied and quantity demanded are the same. This is sometimes referred to as the market clearing price, because at this price there is a buyer for every unit that is supplied in the market. The quantity at the crossing point is referred to as the competitive equilibrium quantity. This is the quantity that corresponds to the competitive equilibrium price.

At the competitive equilibrium price, the quantity demanded is equal to the quantity supplied. At any other price, the quantity demanded and the quantity supplied will be unequal. To see this, draw a horizontal line at any other price. Only the horizontal line at the competitive equilibrium price equates quantity demanded and quantity supplied.

Exhibit 4.11 illustrates a case in which the market is not in competitive equilibrium because the market price is above the competitive equilibrium price. The higher price makes selling more desirable and buying less desirable, raising the quantity supplied above its competitive equilibrium level and lowering the quantity demanded below its competitive equilibrium level. When the market price is above the competitive equilibrium price, quantity supplied exceeds quantity demanded, creating excess supply. For example, Exhibit 4.11 shows that at a market price of $140 per barrel for oil, the quantity supplied of 38 billion barrels of oil per year exceeds the quantity demanded of 29 billion barrels of oil per year.

If the market stayed in this situation, sellers would pump 38 billion barrels of oil per year, but buyers would purchase only 29 billion of those barrels, leaving the difference—9 billion barrels—unsold each year. This would push down oil prices, as enormous stockpiles of oil started to build up around the world. Because existing oil storage tanks are limited in scale and expensive to build, sellers would start undercutting each other’s prices to get rid of the rising inventory of unsold oil. Prices would fall. As a result, the situation in Exhibit 4.11 normally wouldn’t last for long. Sellers, who are selling nearly identical barrels of oil, would compete with one another for customers by cutting prices. This would continue until the market price fell back to the competitive equilibrium price. This competitive process plays an important role in pushing the market toward the aptly named competitive equilibrium.

Exhibit 4.12 illustrates the opposite case. When market price is below the competitive equilibrium price, quantity demanded exceeds quantity supplied, creating excess demand. In Exhibit 4.12 the quantity demanded of 44 billion barrels of oil per year exceeds the quantity supplied of 30 billion barrels of oil per year. Buyers want 44 billion barrels of oil, but there are only 30 billion barrels available on the market.
The situation in Exhibit 4.12 also normally won’t last long. Buyers who aren’t getting the goods they want will compete with one another by offering to pay higher prices to get the limited quantity of oil. This will continue until the market price rises to the competitive equilibrium price of $100 per barrel.

**Curve Shifting in Competitive Equilibrium**

We are now ready to put this framework into action. We’d like to know how a shock to the world oil market will affect the equilibrium quantity and the equilibrium price of oil.

For example, what would happen if a major oil exporter suddenly stopped production, as Libya did in 2011? This causes a left shift of the supply curve, as illustrated in Exhibit 4.13. Since oil has become more scarce, the price of oil needs to rise from its old level to equate quantity supplied and quantity demanded. The rise in the equilibrium oil price is associated with a movement along the demand curve (which hasn’t shifted). Because the demand curve is downward-sloping, a rising price causes a reduction in the quantity demanded. In fact, the outbreak of full-scale fighting in Libya and the consequent shutdown of the Libyan oil fields did correspond with an increase in the world price of oil.
We can also predict the effect of a shift in the demand curve. For example, what would happen if rising environmental concerns led consumers to cut back their carbon footprint by using less oil? This change in consumer tastes shifts left the demand curve for oil, which is plotted in Exhibit 4.14. Oil demand has decreased, so the price of oil needs to fall from its old level to equate quantity supplied and quantity demanded. The decrease in the equilibrium oil price is associated with a movement along the supply curve (which hasn’t shifted). Because the supply curve is upward-sloping, a falling price causes a reduction in the quantity supplied.

Using demand and supply curves to study markets enables economists to resolve puzzles. For example, in Exhibit 4.14, the market price of oil drops and people buy less oil! Hearing those two facts might sound perplexing. Shouldn’t a drop in the price of oil lead to an increase in oil buying? In Exhibit 4.14, you can see that the drop in the price of oil is caused by a shift of the market demand curve to the left. This left shift causes the price to fall and the fall in price causes the quantity supplied to fall. So the fall in price and the fall in the equilibrium quantity are both consequences of the left shift in the demand curve.

So far we have studied examples in which only one curve—either the demand or supply curve—shifts at a time. But life isn’t always this simple. Sometimes both curves shift at the same time. For example, a revolution in Libya might shift the supply curve for oil to the left at the same time that rising environmental consciousness shifts the demand curve for oil to the left.

We would also like to know what happens in mixed cases. Exhibit 4.15 shows how simultaneous shifts in the supply and the demand curves translate into changes in the market price and the quantity of transactions. As you can imagine, there are many possible combinations of shifts. These figures and their captions take you through one group of cases. The problems at the end of the chapter take you through other cases.

In all three panels of Exhibit 4.15 the demand curve shifts left and the supply curve shifts left. The three panels graph three different special cases. We represent the old demand curve in light blue and the new demand curve in dark blue. Likewise, the old supply curve is light red and the new supply curve is dark red. The grey dot marks the old competitive equilibrium, where the old demand curve and the old supply curve intersect. The black dot marks the new competitive equilibrium, where the new demand curve and the new supply curve intersect. The old competitive equilibrium price is $P_1$ and the new...
\[ P_2 \] is the new competitive equilibrium price. The old competitive equilibrium quantity is \( Q_1 \) and the new competitive equilibrium quantity is \( Q_2 \).

In all three panels, the equilibrium quantity falls: \( Q_2 \) is always less than \( Q_1 \). However, the equilibrium price responds differently depending on the relative size of the shifts in the demand and supply curves. In the first panel, the left shift in demand dominates and the equilibrium price falls from \( P_1 \) to \( P_2 \). In the second panel, the equilibrium price stays exactly the same: \( P_1 = P_2 \). In the third panel, the left shift in supply dominates and the equilibrium price rises from \( P_1 \) to \( P_2 \). Summing up, when both supply and demand shift left, the competitive equilibrium quantity will always decrease, but the competitive equilibrium price may move in either direction or stay the same.

**4.5 What Would Happen If the Government Tried to Dictate the Price of Gasoline?**

Our analysis has concluded that competitive markets will end up at the competitive equilibrium—the point where the supply and the demand curves cross. But this can happen only if prices are allowed to respond to market pressures.

However, some markets have prices that are set by laws, regulations, or social norms. Economists are interested in the way that all markets work, even markets that are not allowed to reach a competitive equilibrium. We illustrate these issues by considering markets without a flexible price.

Take another look at Exhibit 4.12. When the market price of gasoline is artificially held below the level of the competitive equilibrium price, the quantity of gasoline demanded exceeds the quantity supplied. Accordingly, many drivers who would like to buy gas at the market price won’t be able to do so.

In a situation like this, the allocation of gasoline is determined by something other than who is willing to pay for it. During the U.S. oil crisis of 1973–1974, the U.S. government...
This photograph was taken in 1974. Why don’t we see signs like this today?

At the end of 1973, the U.S. government effectively capped the price of gasoline, creating a situation of excess demand.

effectively capped the price of gasoline, causing quantity demanded to exceed quantity supplied. This is referred to as a price ceiling. Drivers soon realized that there was excess demand at the capped price, leading them to show up early to get whatever gas was available. Lines began to form earlier and earlier in the day.

A New York Times reporter wrote, “Everywhere lines seemed to be the order of the day. In Montclair, N.J., Mrs. Catherine Lee got up at 4:20 one morning and drove to her filling station to be first on line. She had to settle for second place—No. I had gotten there at 3:15. Mrs. Lee fluffed up the pillow she had brought, threw two comforters over herself, and slept for three hours until the station opened.” Some drivers devised ingenious means of getting around the system. “In Bedford, Massachusetts, a businessman drove his auto into a Hertz car rental lot, ordered a car, received it complete with a full tank of gas, siphoned the gas into his own car, paid Hertz their daily rental fee—no mileage charge, of course—and drove home in his car to enjoy his full tank of gas.”

The lines were an optimal response by buyers who understood that there was excess demand. Because quantity demanded exceeded quantity supplied, gas stations frequently ran out of gas. During the peak of the crisis, 20 percent of stations ran out of fuel. Getting in line early—very early—was an optimal way of assuring that you’d be able to fill your own tank.

Some folks didn’t like waiting in long lines, particularly when they suspected that the station was going to run out of fuel before they got their turn at the pump. “They’re out of their minds, they’re turning sick. They’ll kill you. They’re fighting amongst themselves. They’ll shoot you with a gun. They’re all sick.” Does this sound like a scene from World War Z? It’s actually a gas station attendant describing his customers during the gasoline crisis of 1973–1974. An owner of another station put it this way: “It was mayhem. They were fighting in the streets and one customer pulled a knife on another one. And that was before we opened.”

Economic history is filled with stories of governments that try to fix the price of goods instead of letting the market generate an equilibrium price. Price controls often do not work out well and governments keep forgetting this lesson.

The following Choice & Consequence feature details one more example of a failed effort to fix a price. As you read it, ask yourself how the goods in question could have been allocated differently.
The Unintended Consequences of Fixing Market Prices

What would happen if your town announced a first-come, first-served sale of 1,000 Apple laptops for $50 each? Would the residents form an orderly line and patiently wait their turn?

In Henrico County, Virginia such a laptop sale was actually conducted. County residents began lining up at 1:30 a.m. on the day of the sale. When the gates opened at 7 a.m., more than 5,000 people surged into the sale site, pushing and shoving their way to get to the computers. Elderly people were trampled underneath the human tidal wave, and a baby’s stroller was crushed. Eventually, about 70 police officers were called in to restore order. Seventeen people were injured and four landed up in the hospital. And after the uproar died down, over 4,000 people were left with nothing to show for all the trouble. Of those that did manage to obtain one of the computers, many later sold them.

The Henrico County computer sale resulted in a situation of excess demand. At the fixed price set by the county, $50 per laptop, the quantity demanded of 5,000 exceeded the quantity supplied of 1,000. Exhibit 4.16 illustrates the fact that there were not enough laptops to go around. The people who got laptops were not necessarily the ones who were willing to pay the most. Instead, the consumers who got the laptops were the ones who were able and willing to fight their way through the crowd. Even if we assume that the laptops were subsequently resold to other people who valued the laptops more, the stampede itself caused many injuries. A stampede is a bad way to allocate society’s resources.

Economists are often asked to provide advice on how to design markets that will work well. Naturally, a flexible price would have made this market work better and it would have raised far more revenue for Henrico County.

Alternatively, the market could have been organized as an auction with bids received by phone or e-mail. The county could have auctioned off the 1,000 laptops to the 1,000 highest local bidders.

Even a random lottery would have worked much better than the stampede. The stampede allocated the laptops to the people who were the strongest and the pushiest and led to numerous injuries. A random lottery would allocate the laptops to the people who get lucky. And these lucky winners would be free to sell their laptop to anyone who valued it more than they did.

Exhibit 4.16 Excess Demand for Henrico County’s Laptops

By fixing the price at $50 per laptop, Henrico County created a situation of excess demand. At this price, the quantity demanded (5,000 laptops) exceeded the quantity supplied (1,000 laptops). To equate the quantity demanded and the quantity supplied, a much higher price was needed: the competitive equilibrium price. The vertical supply curve reflects the fact that the supply of laptops at the $50 sale was fixed at 1,000 units.
A market is a group of economic agents who are trading a good or service, and the rules and arrangements for trading. In a perfectly competitive market, (1) sellers all sell an identical good or service, and (2) individual buyers or individual sellers aren’t powerful enough on their own to affect the market price of that good or service.

Quantity demanded is the amount of a good that buyers are willing to purchase at a given price. A demand schedule is a table that reports the quantity demanded at different prices, holding all else equal. A demand curve plots the demand schedule. The Law of Demand states that in almost all cases, the quantity demanded rises when the price falls (holding all else equal).

The market demand curve is the sum of the individual demand curves of all the potential buyers. It plots the relationship between the total quantity demanded and the market price, holding all else equal.

The demand curve shifts only when the quantity demanded changes at a given price. If a good’s own price changes and its demand curve hasn’t shifted, the own price change produces a movement along the demand curve.

Quantity supplied is the amount of a good or service that sellers are willing to sell at a given price. A supply schedule is a table that reports the quantity supplied at different prices, holding all else equal. A supply curve plots the supply schedule. The Law of Supply states that in almost all cases, the quantity supplied rises when the price rises (holding all else equal).

The market supply curve is the sum of the individual supply curves of all the potential sellers. It plots the relationship between the total quantity supplied and the market price, holding all else equal.

The supply curve shifts only when the quantity supplied changes at a given price. If a good’s own price changes and its supply curve hasn’t shifted, the own price change produces a movement along the supply curve.

The competitive equilibrium is the crossing point of the supply curve and the demand curve. The competitive equilibrium price equates quantity supplied and quantity demanded. The competitive equilibrium quantity is the quantity that corresponds to the competitive equilibrium price.

When prices are not free to fluctuate, markets fail to equate quantity demanded and quantity supplied.
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Questions

Select questions are available in MyEconLab for practice and instructor assignment.

1. What is meant by holding all else equal? How is this concept used when discussing movements along the demand curve? How is this concept used when discussing movements along the supply curve?

2. What is meant by diminishing marginal benefits? Are you likely to experience diminishing marginal benefits for goods that you like a lot? Are there exceptions to the general rule of diminishing marginal benefits? (Hint: Think about batteries that you would use in a flashlight that requires two batteries.) Explain your answer.

3. How is the market demand schedule derived from individual demand schedules? How does the market demand curve differ from an individual demand curve?

4. Explain how the following factors will affect the demand curve for houses in an economy.
   a. Commercial banks raise the housing loan rate.
   b. An increase in immigration results in a large increase in population in the economy.
   c. An increase in the income of people in the economy.

5. What does it mean to say that we are running out of “cheap oil”? What does this imply for the price of oil in the future?

6. What does the Law of Demand state? What is the difference between an individual demand curve and a market demand curve?

7. What is the difference between willingness to accept and willingness to pay? For a trade to take place, does the willingness to accept have to be lower, higher, or equal to the willingness to pay?

8. Explain how the following factors will affect the supply curve for cars.
   a. An increase in the working age population of a country.
   b. A restriction on the inflow of foreign labor employed in the car industry.
   c. More companies are producing cars.

9. How do the following affect the equilibrium price in a market?
   a. A rightward shift in demand
   b. A leftward shift in supply
   c. A leftward shift in supply and a rightward shift in demand of the same magnitude
   d. A small rightward shift in supply and a large leftward shift in demand

10. Why was a fixed price of $50 not the best way of allocating used laptops? Suggest other possible ways of distributing the laptops that would be efficient.
Problems

Select problems are available in MyEconLab for practice and instructor assignment.

1. Suppose the following table shows the quantity of laundry detergent that is demanded and supplied at various prices in Country 1.

<table>
<thead>
<tr>
<th>P ($)</th>
<th>Quantity Demanded (million oz.)</th>
<th>Quantity Supplied (million oz.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>65</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td>55</td>
<td>45</td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>10</td>
<td>45</td>
<td>55</td>
</tr>
<tr>
<td>12</td>
<td>40</td>
<td>60</td>
</tr>
<tr>
<td>14</td>
<td>35</td>
<td>65</td>
</tr>
</tbody>
</table>

a. Use the data in the table to draw the demand and supply curves in the market for laundry detergent.

b. What is the equilibrium price and quantity in the market?

c. The following tables give the demand and supply schedules for two of its neighboring countries, Country 2 and Country 3. Suppose these three countries decide to form an economic union and integrate their markets. Use the data in the table to plot the market demand and supply curves in the newly formed economic union. What is the equilibrium price and quantity in the market?

Country 2

<table>
<thead>
<tr>
<th>P ($)</th>
<th>Quantity Demanded (million oz.)</th>
<th>Quantity Supplied (million oz.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>35</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>25</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>25</td>
</tr>
<tr>
<td>12</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>35</td>
</tr>
</tbody>
</table>

Country 3

<table>
<thead>
<tr>
<th>P ($)</th>
<th>Quantity Demanded (million oz.)</th>
<th>Quantity Supplied (million oz.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>35</td>
<td>15</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>20</td>
</tr>
<tr>
<td>8</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>12</td>
<td>15</td>
<td>35</td>
</tr>
<tr>
<td>14</td>
<td>10</td>
<td>40</td>
</tr>
</tbody>
</table>

2. In 1999, the Coca-Cola Company developed a vending machine that would raise the price of Coke in hot weather. Present a supply-and-demand diagram for soft drinks to explain the logic behind this machine.

3. The following two incidents involve simultaneous shifts in the demand and the supply curves. Analyze the final effects on the equilibrium price and quantity after the changes. Explain your answers.

a. Severe drought at the peak of summer reduces the production of watermelons. With even more people consuming the fruit to quench their thirst, the equilibrium quantity remains unchanged.

b. The government allocates land to build more houses in the country. At the same time, it relaxes the criteria of citizenship to entice more foreigners to settle down in the country. The price of houses increases.

4. Suppose people who are thinking about buying a home (demanders in the housing market) and current home owners who are thinking about selling their homes (suppliers in the housing market) suddenly believe that home prices are likely to be significantly higher next year than this year.

a. Will this change in expectations cause the demand curve for housing this year to shift to the left or shift to the right? Explain.

b. Will this change in expectations cause the supply curve for housing this year to shift to the left or shift to the right? Explain.

c. Will these shifts in the demand and supply curves lead to an increase or a decrease in the price of housing this year? Use supply and demand curves to explain your answer.

5. Brazil is the world’s largest coffee producer. There was a severe drought in Brazil in 2013–14 that damaged Brazil’s coffee crop. The price of coffee beans doubled during the first three months of 2014.

a. Draw and discuss a supply and demand diagram to explain the increase in coffee prices.

b. Are coffee and tea substitutes or complements? Explain.

c. What do you think the impact of this drought has been on the equilibrium price and quantity of tea? Draw a supply and demand diagram for the tea market to explain your answer.

6. There is a sharp freeze in Florida that damages the orange harvest and as a result, the price of oranges rises. Will the equilibrium price of orange juice rise, fall, or remain constant? Will the equilibrium quantity of orange juice rise, fall, or remain constant? Present a supply-and-demand curve diagram to explain your answers.

7. An appendectomy is an operation to have your appendix removed. To simplify analysis, assume that everyone has health insurance, so that anybody who needs an...
appendectomy will have one. (a) Show that the demand curve for appendectomies is vertical. (b) There is a technological breakthrough that allows surgeons to perform appendectomies at a much lower cost. Will the equilibrium price of appendectomies rise, fall, or remain constant? Will the equilibrium quantity of appendectomies rise, fall, or remain constant? Present a supply-and-demand curve diagram to defend your answers.

8. A freshwater aqua farm in Singapore can breed tiger prawns and tilapia. Recently, it was found that there may be a risk of contracting a type of disease from the consumption of tiger prawns – this discovery has led to fear among its consumers. How will this affect the equilibrium price and quantity of tilapia in Singapore?

9. Suppose one of your friends offered the following argument:
A rightward shift in demand will cause an increase in price. The increase in price will cause a rightward shift of the supply curve, which will lead to an offsetting decrease in price. Therefore, it is impossible to tell what effect an increase in demand will have on price.
Do you agree with your friend? If not, what is the flaw in your friend’s reasoning?

10. The UK government is contemplating introducing a minimum price for alcohol to reduce binge drinking and the consumption of alcohol in general. Suppose the following diagram shows the alcohol market in the UK. The current price of alcohol is 23 pence per unit, and 8 units of alcohol are consumed each week. What happens in the market if the government sets a minimum price of 30 pence per unit of alcohol? Will there be an excess supply or an excess demand for alcohol if the government adopts this policy? Explain.

11. Airlines tend to offer more flights in December due to the holiday season as compared to the number of flights offered in October. Compare the equilibrium price and quantity of air travel in October with that of December. Support your answers with a suitable demand-and-supply diagram.

12. The market price of rice in Thailand is 100 baht. The Thai government offers to buy rice for 140 baht.
   a. How is this likely to affect other buyers in the domestic market for rice?
   b. Present a supply and demand diagram to show how much rice the Thai government will have to purchase under this program.

13. The equilibrium price of coffee in an economy, measured in dollars, is about $2,000 per ton. To help the coffee farmers earn a higher income, the government set the price to $2,500 per ton.
   a. How will this affect the demand and supply of coffee in the coffee market?
   b. Construct a labor market diagram for coffee to show the effect of the government action. Will the coffee farmers be better off?

14. Note: This problem requires some basic algebra. The demand for ice cream is \(Q_d = 70 - 4P\), and the supply of ice cream is \(Q_s = 10 + 2P\), where \(P\) is the price of ice cream.
   a. Find the equilibrium price and quantity of ice cream.
   b. Suppose consumers’ income increases and ice cream is considered a normal good. As a result, the demand curve for ice cream becomes \(Q_d = 100 - 4P\). Find the new equilibrium price and quantity of ice cream.
In the United States, what is the total market value of annual economic production?

Beginning with this chapter we focus on the economy as a whole. Economists refer to the total activity in an economy as aggregate economic activity. Macroeconomics is the study of aggregate economic activity. The field of macroeconomics has been completely transformed in the last century. Before World War I, no country even had a system for measuring aggregate economic activity. Back then, economists had to guess what was happening by looking at small pieces of the bigger picture. They studied things like the tonnage of steel that...
Macroeconomics is the study of aggregate economic activity. National income accounting is a framework for calculating gross domestic product (GDP), which is a measure of aggregate economic output. GDP can be measured in three different ways, and in principle these three methods should all yield the same answer: Production = Expenditure = Income. GDP has limitations as a measure of economic activity and as a measure of economic well-being. Economists use price indexes to measure the rate of inflation and to distinguish nominal GDP from real GDP (which holds prices fixed).

was manufactured or the volume of freight that was shipped on rail lines. These indicators were used to make educated guesses about aggregate economic activity. If freight shipments were booming, it probably meant that the aggregate economy was booming too, but nobody could be certain.

Today, we no longer have to guess what is happening in the economy. Modern economies have a sophisticated system that measures the level of aggregate activity. Careful measurement has made it possible to study the aggregate economy and to design policies that improve its performance.

In this chapter, we set the stage by answering a foundational question: How does it all add up? How do we calculate the total market value of aggregate economic production?

5.1 Macroeconomic Questions

Until now we’ve been studying microeconomics: how individuals, households, firms, and governments make choices, and how those choices affect the allocation of resources, the well-being of other agents, and the prices of specific goods and services. Now it’s time to turn to macroeconomics. Recall from Chapter 1 that macroeconomics is the study of economic aggregates and economy-wide phenomena, like the annual growth rate of a country’s total economic output, or the annual percentage increase in the total cost of living. Macro, which is shorthand for macroeconomics, is our new topic.

Macroeconomic analysis explains past patterns in aggregate economic activity and tries to predict future changes. For example, macroeconomists are interested in the enormous differences in income across countries and the creation of policies that would enable the countries with lower income to catch up.

Income per capita—in other words, income per person—in the United States is more than twice the level in Portugal, seven times the level in China, and over one-hundred times the level in Zimbabwe. How do we measure these cross-country differences? What causes them? How long will they persist?

China has been catching up to the United States very quickly. China’s economy has been growing four times as fast as the U.S. economy for over 30 years. Will China eventually match the level of U.S. income per capita? Will China surpass the United States? Or, will something else happen? For example, Japan experienced a long-run slowdown in economic growth starting around 1990, when its income per capita was about to overtake that of the
United States. Over two decades later, the United States is still ahead. Why do growth rates slow down as income per capita rises?

What can be done to improve living conditions in impoverished nations like Zimbabwe? Annual income per capita in Zimbabwe was $369 per year in 2010, barely enough for survival. Figuring out how to make low-income countries grow faster is a question of enormous importance for human well-being. Malnutrition and lack of healthcare cause tens of millions of annual deaths worldwide. If low-income countries could raise their annual growth by five percentage points, economists estimate that 50 million lives would be saved over the next 20 years.

To understand how to achieve long-run economic prosperity, we need to understand how different government policies augment or undermine economic growth. Corruption and confusion can lead policymakers down the wrong path. What are the bad policies, and will we avoid them in the future?

Macroeconomists also study the year-to-year, or “short-run,” fluctuations in economic activity. Why does economic growth sometimes stall, or turn negative? We call an economic downturn lasting at least two quarters a recession (a quarter is one-fourth of a year).

During recessions the unemployment rate, one of the most important macroeconomic variables, rises. A person is officially unemployed if he or she does not have a job, has actively looked for work in the prior four weeks, and is currently available for work. Fluctuations in the unemployment rate—the fraction of the labor force that is unemployed—are covered in detail in Chapter 9.

To see an example of economic fluctuations, consider the period from 2007 to 2009, when the U.S. economy shrank by 4.3 percent and the unemployment rate rose from 5 percent to 10 percent. At the same time, the world experienced a series of financial crises, including stock market crashes, collapsing housing prices, mortgage defaults, and bank failures. Why did these events occur, and what should governments have done to reduce their severity? What caused worldwide stock markets to lose over half their value in a year’s time? Why did so many major banks suddenly become insolvent?

Though the financial crisis of 2007–2009 was calamitous, it does not hold a candle to the Great Depression, which stretched from 1929 to 1939. From 1929 to 1933, production fell by nearly 30 percent and the unemployment rate rose from 3 percent to 25 percent of the labor force. In July 1932, the U.S. stock market reached the bottom...
National income accounts measure the level of aggregate economic activity in a country. The National Income and Product Accounts (NIPA) is the system of national income accounts that is used by the U.S. government.

Section 5.2
National Income Accounts: Production = Expenditure = Income

To measure aggregate economic activity, we will need to take both quantities and prices into account. Let’s start by considering the hypothetical nation of Fordica. Fordica is a small country with only one employer, the Ford Motor Company, hereafter Ford, which produces 5 million cars each year. We’ll assume that Fordica has 200,000 citizens who happen to be the workers in Ford’s factories and also the owners of Ford’s stock. We’ll look at three different ways of thinking about Fordica’s economy—a production approach, an expenditure approach, and an income approach.

Production
As economists, we want to measure the total market value of annual production in the nation of Fordica. To keep things simple, we’ll assume that Ford only needs its own machines and the labor of Fordica’s citizens to build cars. We won’t worry right now about other inputs like steel and plastic. In fact, we’ll momentarily assume that these other inputs don’t exist.

To determine the market value of production in Fordica, we multiply the quantity of cars produced by the market price of each car. For example, if the market price of a Ford is $30,000, then Fordica has total annual production of:

\[ (5 \text{ million cars}) \times ($30,000/\text{car}) = $150 \text{ billion}. \]

By multiplying production quantities and market prices, we have a measure that reflects the market value of the goods produced in the economy during a particular period of time—in this example, one year. So the economy of Fordica produces goods with a market value of $150 billion per year.

Economists call this measure of aggregate economic activity gross domestic product, or GDP. We define GDP as the market value of the final goods and services produced within the borders of a country during a particular period of time. GDP is always associated with a particular period of time, usually either a year or a quarter. For example, “GDP in 2015” is the market value of the final goods and services produced during the year 2015. “GDP in Q1:2015” is the market value of the final goods and services produced during the first quarter of the year 2015. When talking about aggregate economic activity, the first quarter begins in January (January–March). The second quarter begins in April (April–June). The third quarter begins in July (July–September). The fourth quarter begins in October (October–December).

The definition of GDP includes the word final, which signifies that we are interested in valuing the end product in a chain of production. Components that are put together to make a final product—for instance, a car engine is a
component of a car—don’t get counted separately because that would imply double-counting. The engine is implicitly counted when we value the final good, which is the complete car.

GDP is a measure of production, not a measure of sales to consumers. So something that is produced is counted in GDP even if it is not sold to a customer. For example, Ford will increase its inventory of (unsold) cars if it manufactures a car in 2015 but doesn’t sell it in 2015. Production that goes into inventories counts as part of GDP.

**Expenditure**

There’s a second way to think about the level of aggregate activity in the economy of Fordica. This second method yields exactly the same answer as the previous production-based method. Households and firms, some of whom reside in Fordica and some of whom reside in foreign countries, are going to buy all of the cars produced in this economy. If we add up all of these car purchases, we will find that the total expenditure on Fordica’s output is exactly $150 billion (again).

You might object by asking, “What if some of the goods don’t get sold?” Economists reply that those unsold goods are owned by a firm and those goods are therefore counted as part of the firm’s inventory. In the accounting system that we are describing here, that inventory is coded as having been “purchased” by the firm. Including both household car expenditures and firm inventory car expenditures, total expenditures sum to $150 billion.

**Income**

Let’s pause for a moment and ask why we are focusing on the goods and services that are produced by Fordica and purchased from producers in Fordica. We could instead have focused on what households and firms located in Fordica earned—in other words, their income. Isn’t that really what matters? Let’s consider that alternative approach, which happens to be the third way to think about the level of aggregate activity.

We’ve already calculated that Ford generates $150 billion of revenue. It pays $X to its workers, and it keeps ($150 billion − $X) for its owners. So the total income of all the workers and all of the owners in the nation of Fordica is

\[ \text{Income} = X + (150 \text{ billion} - X) = 150 \text{ billion}. \]

Note that this is the identical amount—$150 billion—that we determined the economy produced in our earlier calculations. It is also the value of expenditures on goods and services produced in Fordica.

The fact that we keep coming up with the amount $150 billion is not a coincidence. Because of the way we’ve set up the system of national income accounts, every dollar of revenue must either go to some worker or be retained by the firm. So the total value of revenue must equal the total value of income received by workers and owners. This necessary equivalence is referred to as an identity. Two variables are related by an identity when the two variables are defined in a way that makes them mathematically identical. The equivalence of the value of production, the value of expenditure, and the value of income may not be apparent at first glance, but the three concepts have been defined so that they are necessarily identical.

You can now understand the following aggregate accounting identity:

Production = Expenditure = Income.

This identity is the key conceptual point of this chapter and the foundation on which most macroeconomic analysis is built. Now let’s delve more deeply into the system of national income accounts.
Circular Flows

Factors of production are the inputs to the production process. Factors of production come in two key forms: capital and labor. We’ll have more to say about capital below, but for now it is helpful to simplify analysis by thinking of capital as physical capital—for instance, land, factories, and machines. Both physical capital and labor are “owned” by households. Households own most of the physical capital in the economy, either directly or indirectly, because firms are owned by shareholders and most shareholders are households.

To understand how the three parts of the national income accounts—production, expenditure, and income—relate to one another, we need to think about the connections between households and firms. Firms, like the aircraft manufacturer Boeing, demand physical capital and labor and supply goods and services, like airplanes. Households demand goods and services, like air travel, and supply physical capital and labor.

We can explain the connections between households and firms with a circular flow diagram of the type displayed in Exhibit 5.1. This diagram highlights four kinds of economic flows that connect households and firms. It includes the three kinds of flows that we discussed in the Fordica example (Production = Expenditure = Income) and adds a fourth category, Factors of Production.

1. Production
2. Expenditure
3. Income
4. Factors of Production

Exhibit 5.1 is admittedly a simplification of the economy because it leaves out important institutions like governments, markets, banks, and foreign countries. But the circular flow diagram provides a useful way of understanding the basic structure of a modern economy.

Exhibit 5.1 Circular Flow Diagram

Economists have designed national income accounts that measure GDP in four equivalent ways: production, expenditure, income, and factors of production. The circular flow diagram provides a visual way of remembering the relationships among these four equivalent systems. Firms on the left produce goods and services (Production). Households on the right pay to buy those goods and services (Expenditure). Firms pay households to use households’ physical capital and labor (Income). Physical capital and labor are factors of production, which are put to use by firms (Factors). The national income accounting system is set up so that all four sets of flows are equal in market value.
The circular flow diagram presents two main decision makers—firms and households—and it shows the four types of flows that we listed a moment ago.

*Production* represents the goods and services that are produced by firms. These goods and services are ultimately sold to households. We therefore draw an arrow from the firm sector to the household sector when talking about production. For example, a Ford Mustang starts life on the factory floor and ends up in someone’s garage.

*Expenditure* represents the payments for goods and services. These payments are made by households to firms. So we draw an arrow from the household sector to the firm sector when talking about expenditure. Continuing our earlier example, the household pays Ford $30,000 for a Mustang. Note that production and expenditure both involve goods and services, so these two flows are grouped together. They jointly represent the market for goods and services.

*Income* represents the payments that are made from firms to households to compensate the households for the use of their physical capital and labor (in other words, the use of the households’ factors of production). These payments include things like wages, salaries, interest, and dividends. We therefore draw an arrow from the firm sector to the household sector when talking about income. For instance, the average labor compensation received by Ford’s employees is $65,000 per year.

*Factors of production* represent the productive resources that are owned by households and used by firms in the production process. Because factors of production—both labor and physical capital—are directly or indirectly owned by households, we draw an arrow from the household sector to the firm sector when talking about factors of production.

The remarkable thing about these four types of transactions or “flows” is that they must all be exactly the same in market value. That’s where the system of national income accounts comes in. If we do the accounting correctly, the market value of expenditure must equal the market value of production. Likewise, the market value of expenditure must equal the market value of income of the households in the economy. In the same way, the market value of income must equal the market value of the factors of production—that are receiving those income payments. These relationships are just mathematical consequences of the ways that we define the system of national income accounts.

Although the circular flow diagram contains four sets of flows with identical market values, in the discussion that follows we return to our earlier three-part system of national income accounts: Production = Expenditures = Income. In practice, these are the three parts of the national income accounts that government statisticians actually measure.

**National Income Accounts: Production**

We now revisit each of the methods for calculating national income and dig a little deeper. First, let’s consider production-based national income accounts. Production-based accounts sum up the market value that is added by each domestic firm in the production process. More formally, production-based accounts measure each firm’s value added,
which is the firm’s sales revenue minus the firm’s purchases of intermediate products from other firms.

For example, consider the Dell computer company. Two decades ago, Dell assembled almost all of its computers in the United States. These days, Dell buys almost all of its computers from foreign manufacturers. When a customer orders a Dell computer, Dell instructs a foreign producer—usually one in Asia, Mexico, or Ireland—to assemble the computer. Dell then imports the machine from the foreign factory and sends the machine to its U.S. customer. The laptop that Dell purchases from a foreign producer is an intermediate product in Dell’s production.

Dell has also shifted its business strategy on the retail side. Dell now markets some, though by no means all, of its computers through other companies. For example, you can buy a Dell computer at BestBuy, Staples, or Walmart.

Exhibit 5.2 puts all of these pieces together. As the exhibit shows, consumers buy about $50 billion worth of Dell computers in the United States each year. About $15 billion of sales of Dell computers comes from customers who buy at third-party retailers, like Walmart. About $35 billion of sales comes from customers who buy directly from Dell.

Retailers like Walmart pay Dell about two-thirds of the revenue that Walmart receives from the sale of Dell’s computers. So Dell receives $10 billion from third-party retailers and another $35 billion from direct-sale customers: $45 billion in total. Dell pays its foreign suppliers $30 billion for assembling Dell computers. That leaves Dell with $15 billion in net revenue from its U.S. operations. Out of that revenue, Dell pays its domestic costs, such as employee wages and construction costs for building warehouses.

Let’s determine what value Dell (including its domestic employees) has added to the production process. That amount will be Dell’s contribution to U.S. gross domestic product (GDP). The answer is $15 billion, which is a lot less than the $50 billion that U.S. consumers spent on Dell computers. We came to $15 billion by taking the revenue that Dell itself

---

Exhibit 5.2 Dell’s Value Added

U.S. consumers spend $50 billion annually on Dell computers, but Dell’s value added to U.S. GDP is only $15 billion. Dell receives revenue of $45 billion from third-party retailers ($10 billion) and from direct sales to retail customers ($35 billion). Dell pays its suppliers (foreign producers) $30 billion. The difference, $45 billion — $30 billion = $15 billion, is the value added of Dell and its employees.
received, $45 billion, and subtracting Dell’s payments of $30 billion to foreign suppliers for intermediate goods.

Total sales of Dell computers to retail customers:

$15 billion through other retailers + $35 billion in direct sales = $50 billion.

Revenue received by Dell:

$10 billion from third-party retailers + $35 billion from direct sales = $45 billion.

Revenue received by Dell minus purchases of intermediate products = Dell’s value added:

$45 billion received by Dell − $30 billion paid for intermediate products = $15 billion.

We could go on to ask what else would get counted as U.S. GDP in this chain of economic activity (even if it isn’t counted as part of Dell’s contribution). The foreign factories don’t count toward U.S. GDP. The production of the foreign laptop factories is part of a foreign country’s GDP because the factories are within the boundaries of those foreign countries.

The production-based accounting system implies that importing some good from abroad and selling it to a U.S. consumer at the exact same import price doesn’t add value. However, importing something for $1 and reselling it for $1.50 is a source of production—$0.50 of value added to be precise. Dell’s ability to mark up its price relative to the import cost comes from a combination of marketing, corporate reputation, customer convenience, and bundled services like access to call centers.

Likewise, Walmart’s ability to sell Dell’s computers is another source of U.S. value added. Walmart isn’t making anything in a factory, but its ability to buy goods at wholesale prices and sell those goods at higher retail prices reflects its value added and consequently its contribution to GDP. Walmart’s value added is not the revenue that Walmart receives from its customers. Walmart’s value added is the difference between the revenue that Walmart receives when it sells Dell’s computers and the amount that Walmart pays Dell for the laptops. Dell’s laptops are Walmart’s intermediate goods. In our example, all of the third-party retailers receive $15 billion in revenue from selling Dell’s computers and pay Dell $10 billion for those computers. Through this chain of transactions, the third-party retailers generate value added of $5 billion ($15 billion − $10 billion), which is counted as part of production-based U.S. GDP.

**National Income Accounts: Expenditure**

Let’s now turn to the second, mathematically equivalent, way of measuring GDP. Expenditure-based national income accounts measure the purchases of goods and services produced in the domestic economy. These purchases can be assigned to five categories.

1. **Consumption.** This is the market value of consumption goods and consumption services that are bought by domestic households. Such consumption expenditures cover everything from Frisbees to foot massages. This category includes all consumption expenditures except expenditures that are made on residential construction (which is part of the next category).

2. **Investment.** This is the market value of new physical capital that is bought by domestic households and domestic firms. This is technically called private investment but is usually just referred to as investment. Such new physical capital includes residential houses, business inventories (for example, the Camaro waiting to be bought at a Chevrolet dealership), business structures (for example, office towers and factories), and business equipment (for example, computers and freight trains). When macroeconomists talk about investment, they are referring only to purchases of new physical capital and not to financial investments like purchases of stocks or bonds. This difference in usage generates lots of confusion, because noneconomists are more familiar with the everyday financial meaning of “making an investment” (for instance, buying a mutual fund or contributing money to an Individual Retirement Account), which is not what macroeconomists have in mind. In the
Government expenditure is the market value of government purchases of goods and services.

Exports are the market value of all domestically produced goods and services that are purchased by households, firms, and governments in foreign countries.

Imports are the market value of all foreign-produced goods and services that are sold to domestic households, domestic firms, and the domestic government.

The GDP equation says that the market value of domestic production is equal to the total expenditure of domestic economic agents (C + I + G), plus the expenditure of foreign agents on exports (X) minus the value of domestic expenditure that was imported (M).

The national income accounting identity, \( Y = C + I + G + X - M \), decomposes GDP into consumption + investment + government expenditure + exports − imports.

Language of macroeconomics, investment is only the purchase of new physical capital, like a new supertanker or a new factory or a new house.

(3) Government expenditure. This is the market value of government purchases of goods and services. Tanks and bridges are two examples of government expenditure. For the purposes of the national income accounts, government expenditure excludes transfer payments (for example, Social Security payments to retirees) and also excludes interest paid on government debt. These categories are omitted because they represent payments to other agents in the economy who will use those payments to buy goods and services. To avoid double-counting, these government payments to other agents are not counted as government expenditure on goods and services.

(4) Exports. This is the market value of all domestically produced goods and services that are sold to households, firms, and governments in foreign countries.

These first four categories are nonoverlapping. In other words, there is no double-counting. Each purchase appears in only one of the four categories above.

(5) Imports. This is the market value of all foreign-produced goods and services that are sold to domestic households, domestic firms, and the domestic government. Note that imports are already part of consumption expenditures, investment expenditures, and government expenditures. Hence, imports overlap with the first three categories in our list.

We are now ready to use these five categories to calculate gross domestic product (GDP). Let \( Y \) represent the total market value of goods and services that are produced in the domestic economy, which is GDP. We’ll use \( C \) to represent consumption: household expenditures on consumption of goods and services, including expenditure on consumption of goods and services produced domestically and abroad. Variable \( I \) will represent investment: expenditures on investment goods by private agents (excluding the government), including investment goods produced domestically and abroad. We’ll let \( G \) represent government expenditure: government purchases of goods and services, including goods and services produced domestically and abroad.

We need to adjust for the fact that exports (goods produced in the United States, which are sold to households, firms, and governments in foreign countries) count as part of U.S. GDP. On the other hand, imports (domestic expenditures on goods and services produced abroad) don’t count as part of U.S. GDP.

Let \( X \) represent exports: the value of goods and services produced in the domestic economy and purchased by economic agents in foreign countries. Let \( M \) represent imports: the value of goods and services produced in foreign countries and purchased by economic agents in the domestic economy. Finally, note that exports minus imports, or \( X - M \), is the trade balance. When \( X \) is greater than \( M \), exports are greater than imports, so the country runs a trade surplus. When \( X \) is less than \( M \), exports are less than imports, so the country runs a trade deficit.

We can now calculate the total value of expenditures on goods and services produced in the domestic economy:

\[
Y = C + I + G + X - M \quad \text{(National Income Accounting Identity)}.
\]

The GDP equation says that the market value of domestic production is equal to the total expenditure of domestic economic agents, \( C + I + G \), plus the expenditure of foreign agents on exports, \( X \), minus the value of domestic expenditure that was imported, \( M \). We subtract imports because expenditure on foreign production is included in the terms \( C, I, \) and \( G \). To remove this expenditure on foreign production, we subtract imports, \( M \).

This identity, which decomposes GDP into \( (C + I + G + X - M) \), is so important that we give it a name: the national income accounting identity. We’ll use it many times in our study of the macroeconomy.
Government statisticians measure gross domestic product, the total market value of economic output. In the United States, this work is conducted by the Bureau of Economic Analysis in the Department of Commerce. In 2013, the Bureau of Economic Analysis reported that U.S. GDP was $16.8 trillion. That year, the U.S. population was 316.4 million people. So GDP per person—in other words, GDP per capita—was about $53,100.

It is also valuable to study the components of GDP using the national income accounting identity that we just discussed. Exhibit 5.3 reports this data for the United States in 2013. We can observe several important properties. First, the overwhelming share of GDP is represented by household consumption. In 2013, consumption represented 69 percent of GDP. Government expenditure comes in far behind, with only 19 percent of GDP. Investment follows next with 16 percent. Exports account for 14 percent of GDP and imports account for 16 percent of GDP. Notice that imports appear in Exhibit 5.3 with a negative sign, reminding you that when calculating GDP, imports are subtracted out after we add up all of the other components. Confirm that the items in Exhibit 5.3 add up to GDP (with a bit of rounding error).

The fraction of GDP in each category—these are called GDP shares—has been relatively constant over the past 80 years. Exhibit 5.4 reports the GDP shares from 1929 to 2013. In other words, Exhibit 5.4 reports the ratio of each expenditure category to GDP. The sum of these shares, minus the import share, must sum to one. Exhibit 5.4 shows that consumption has consistently represented about two-thirds of economic activity.

Government expenditures have consistently hovered around 20 percent of economic activity, with two exceptions. First, at the very beginning of the sample period, government expenditures accounted for only 10 percent of GDP. Large governments did not become the norm in the modern world until after World War II.

Second, government expenditures temporarily absorbed a particularly large share of GDP during World War II. The high point was nearly 50 percent of GDP. It is natural

**Evidence-Based Economics**

**Q:** In the United States, what is the total market value of annual economic production?

**MyEconLab** Real-time data

<table>
<thead>
<tr>
<th>Trillions of Dollars</th>
<th>Share of GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross domestic product</td>
<td>16.8</td>
</tr>
<tr>
<td>Consumption</td>
<td>11.5</td>
</tr>
<tr>
<td>+ Investment</td>
<td>2.7</td>
</tr>
<tr>
<td>+ Government expenditure</td>
<td>3.1</td>
</tr>
<tr>
<td>+ Exports</td>
<td>2.3</td>
</tr>
<tr>
<td>− Imports</td>
<td>−2.8</td>
</tr>
</tbody>
</table>

**Exhibit 5.3 U.S. 2013 GDP and GDP Shares (Expenditure-based Accounting)**

U.S. gross domestic product in 2013 was $16.8 trillion. Each component of GDP is expressed as a percentage of GDP, or a GDP “share” (component/GDP). Rounding causes the components to fail to sum to total GDP. Rounding also causes small discrepancies between the column in dollars and the column in shares.

*Source: Bureau of Economic Analysis, National Income and Product Accounts.*
that during major wars the government accounts for a much larger share of a country’s economic output because a war effort is run almost exclusively by the government. The rise in government activity during World War II is mirrored by a fall in consumption and a fall in (private) investment.

There is one final property that is important to note in Exhibit 5.4: the export and import shares have both been getting larger in absolute value over the past 80 years. Transportation technology has made it less expensive to ship goods anywhere in the world. Information technology has also made it easier for residents of one country to provide services to residents of other countries (think of call centers in India). Falling transportation and telecommunication costs have fueled an ongoing rise in trade, as optimizers look beyond their national borders to buy the goods and services that they want. Rising exports show up as a rising share of exports. Because imports appear as a negative number in the GDP identity, rising imports show up as a movement in the import share further below zero.

---

**Exhibit 5.4 U.S. GDP Shares (1929–2013)**

GDP shares have been relatively constant over time, with the exception of World War II.

Source: Bureau of Economic Analysis, National Income and Product Accounts.

---

**Question**

In the United States, what is the total market value of annual economic production?

---

**Answer**

In 2013, the Bureau of Economic Analysis reported that U.S. GDP was $16.8 trillion, or $53,100 per capita.¹

---

**Data**

National Income and Product Accounts compiled by the Bureau of Economic Analysis.

---

**Caveat**

National income accounts omit many types of economic production, an issue that we discuss later in this chapter.
Home ownership is an important source of capital income. If you own your home, you don’t need to pay rent (though you may need to pay interest on a mortgage). Economists consider the “nonpayment” of rent to be a form of capital income to homeowners. The implied income from home ownership is the amount of money the owner would have needed to spend had he or she been renting the same kind of residence from a landlord.

- **Labor income** is any form of payment that compensates people for their work.
- **Capital income** is any form of payment that derives from owning physical or financial capital.

### National Income Accounting: Income

So far, we've taken a detailed look at the economy by studying GDP as a production concept—that was the discussion of value added—and then by studying GDP as an expenditure concept—that was the discussion of the national income accounting identity, \( Y = C + I + G + X - M \). As we explained at the start of the chapter, we can also study GDP as an income concept. Recall that income-based national accounts track the income of the various agents in the economy. Recall, too, that aggregate income is identical to aggregate production and aggregate expenditure. So if aggregate expenditure was $16.8 trillion in 2013, then aggregate production and aggregate income were also each $16.8 trillion in 2013.

Income payments come in two key categories. First, there is **income paid for people’s work**. We call this **labor income**. This category includes familiar items like wages, salary, workers’ health insurance, and workers’ pension benefits. It also includes every other way that people are directly or indirectly paid for their labor, including signing bonuses, free parking spaces at work, and the value to the CEO of being able to use the company jet on weekends.

The second category of income payments is **income (or benefits) realized by the owners of physical capital** (for instance, a house) or **financial capital** (for instance, stocks and bonds). We refer to this as **capital income**. This category includes many things: for example, dividends paid to shareholders, interest paid to lenders, earnings retained by corporations, rent payments made to landlords, and the benefits of living in your own house!

This division into labor income and capital income may encourage the misleading intuition that people who receive labor income are different from those who receive capital income. However, most people in the economy receive both. For example, a 50-year-old worker with a job, a house, and a retirement savings account will receive labor income from her job, capital income from her house (the implicit value of having a roof over her head), and capital income from her retirement savings account (dividends).

It is also important to remember that firms are owned by households. Firms can’t own themselves. When a firm earns income, it is the owners of the firm who are the ultimate owners in our example.
beneficiaries. Most large firms have shares that are traded on the stock market. In this case, the firm is owned by hundreds of millions of shareholders around the globe. The beneficiaries of capital income are these shareholders.

Finally, it is interesting to ask what fraction of income payments are labor payments and what fraction of income payments are capital payments. In the United States and other developed economies, nearly two-thirds of income payments goes to labor and one-third goes to capital.

**5.3 What Isn’t Measured by GDP?**

Before leaving our homes in the morning, many of us go to the Web to look up the current weather conditions. Some weather Web sites report a single temperature and a simple picture.

This weather report leaves a lot of details out. Humidity, haze, wind speed, and hundreds of other factors all contribute to the actual conditions that we experience as we walk to work or sprint for the train. Nevertheless, commuters are grateful for a simple summary that tells them most of what they need to know about the local weather.

Likewise, GDP and national income accounting is a useful system for taking the temperature of the economy. It’s not perfect, and it necessarily leaves out a lot of details. Nevertheless, GDP does a good job of telling us much of what we need to know about the level, fluctuations, and long-run trends in economic activity. With this tool in hand, we are ready to try to measure and predict the behavior of the entire economy.

But it’s important to discuss what GDP leaves out, so we know what GDP can and can’t do. GDP has many quirks that limit its value as a measure of societal well-being or even of overall economic activity.

Economists are a bold breed. Measuring the production of an entire economy can’t be done exactly right, but we do it *anyway*. Sticking our collective heads in the sand and waiting...
The cruise ship Costa Concordia hit a reef off the Italian coast in 2012. Thirty-two people died and the ship, which cost $600 million to build, was sold for scrap. The loss of physical capital is an example of capital depreciation. GDP does not take account of capital depreciation.

**Physical Capital Depreciation**

We start by noting that GDP omits physical capital depreciation, which is the reduction of the value of physical capital due to obsolescence or wear and tear. Most productive processes cause physical capital to lose some value over time. Driving a tractor trailer wears down the brakes and the tires. Pumping oil from the ground depletes remaining petroleum reserves.

If we want a complete picture of economic production, we might want to take account of the physical capital depreciation that accompanies production and subtract that depreciation from the value of total production.

Most governments do try to measure depreciation in their national accounts, though they do not subtract depreciation when calculating GDP. Depreciation analyses tend to find that depreciation is equal to about 10–15 percent of GDP. For example, the U.S. national accounts estimate that depreciation is large enough so that if it were subtracted, it would offset 13 percent of GDP.

This sounds like a problem that has been solved, but the situation is actually more complicated. First, the depreciation estimates in the national accounts are more like sophisticated guesswork—“guesstimates”—than something that we know how to measure precisely. Second, the depreciation estimates don’t even attempt to cover lots of hard-to-analyze categories like oil reserve depreciation. Third, thinking about physical capital depreciation raises many related questions. For example, changes in our health are also left out of the GDP calculations completely. Some productive processes make workers less healthy—for example, backbreaking work in a coal mine or exposure to toxic chemicals in a manufacturing process. If we take account of physical capital depreciation, should we also try to calculate depreciation of health and human capital (a concept that we will return to in the next chapter)?

In sum, trying to measure depreciation is a complicated conceptual issue and the standard measure of GDP does not account for any type of depreciation.

**Home Production**

GDP also stumble when it comes to home production, which is not included anywhere in the national income accounts. If you grow your own flowers (without buying seeds or shovels from a plant store), the bouquet you create is not measured in GDP, but if you buy domestically grown flowers from the local florist, every dollar is included in GDP. If you knit your own wool hat using wool from the sheep that you keep on your farm, nothing shows up in GDP, but if you knit a hat from the same wool and sell it to your neighbor, every dollar counts in GDP. Sometimes the accounting rules are laughable. For example, GDP goes down if you marry your gardener.

All economists agree that excluding home production is a flaw in the GDP accounts, but we do not yet have a way to measure home production. There is no market transaction, market price, or measurable quantity that accompanies home production. What is the market value of a home-cooked meal? Families have been debating that philosophical question for a long time.

If we were only talking about a home-cooked meatloaf here and there, this omission would not be a big deal. But a large fraction of economic activity takes place in the home. Most families maintain their own homes by personally dusting, vacuuming, mopping, and polishing them. People often mow their own grass, rake their own leaves, and weed their own flower beds. Most families eat most of their meals at home.

Finally, there is the very important category of childcare, which is illustrated by the following example. Suppose there are two parents in different households, Avery and Micah. Suppose that they each have kids. If Avery and Micah stay home to care for their own kids, there is no market transaction and the childcare is not recorded in GDP. On the other hand, if Avery takes care of Micah’s kids and is paid a salary of $40,000, and Micah takes care of Avery’s kids and receives a salary of $40,000, then annual GDP rises by the sum, $80,000. Note that the children are being cared for regardless of whether this
care is measured by GDP. When each parent cares for his or her own kids, childcare is produced without a market transaction and childcare is omitted from GDP. When each parent takes care of the other family’s kids, childcare generates a market transaction and GDP is $80,000 higher.

There are two reasons why economists lose sleep worrying about all of this. First, a large fraction of the adult population does stay at home to work. We know from surveys of time use that people who are not officially employed are doing a lot more than watching reruns of *Breaking Bad*. Second, even people with formal jobs are engaged in some home production. If you hold down a day job, it is likely that you also do some cleaning or cooking or childcare when you get home from work.

Let’s quantify these effects. In the United States, where the total population was 316.4 million in 2013, there were approximately 144 million working-age adults with formal jobs and another 52 million working-age adults without formal jobs.

Many of the people without formal jobs are engaged in a considerable amount of home production, including food preparation, household maintenance, and childcare. Suppose that the working-age adults without formal jobs have an average annual home production of $20,000 per person. That number averages over people with different amounts of home production. Some people who aren’t in the formal labor force care for newborn triplets and others watch YouTube all day.

In addition, suppose that the people with formal jobs outside the home also do home production of $10,000 per year.

Adding up all of these different sources of home production we get annual home production in the United States of $2.5 trillion:

\[(52 \text{ million people}) \times \frac{20,000}{\text{person}} + (144 \text{ million people}) \times \frac{10,000}{\text{person}} = 2.5 \text{ trillion}.\]

In an economy with $16.8 trillion of market-based production, $2.5 trillion represents nearly 15 percent of additional economic production that has been overlooked in the GDP calculation. Many other estimates of home production are even higher.

**The Underground Economy**

The *underground economy*—transactions that are intentionally hidden from government statisticians—represents another hole in the GDP accounts. This includes the plumber who asks to be paid in cash and the taxicab driver who negotiates a lower rate if you would just agree to let him turn off the meter. Plumbing and cab driving are perfectly legal, but some workers hide income to avoid paying taxes. Earnings from legal professions may also be hidden for other reasons, for instance, an acrimonious divorce or the lack of a work visa.

The underground economy also includes markets in illegal professions. Drug dealing and prostitution top the list (though some communities have legalized some of these activities). Illegal drug sales alone are estimated to be equal in magnitude to 1 percent of GDP. For the U.S. economy, that is equivalent to the value of all agricultural production.

In developed economies with excellent law enforcement systems—think of countries like Switzerland, Japan, Hong Kong, and the United States—transactions in the underground economy add up to about 10 percent of GDP. In developing countries, the fraction of underground economic activity is generally much higher. For example, in Mexico, the underground economy is estimated to be half of measured GDP.

Some countries, including Ireland, Italy, and the United Kingdom have recently started to include underground economic activity, including illicit drug purchases and prostitution, in their GDP calculations.

**Negative Externalities**

Negative externalities occur when an economic activity has a spillover cost that does not affect those directly engaged in the activity. Positive externalities occur when an economic activity has a spillover benefit that does not affect those directly engaged in the activity. Externalities—both negative and positive—are usually omitted from the GDP calculations. Consider a coal-powered electrical plant generating power for thousands of

---
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homes and simultaneously belching out a continuous stream of toxic airborne pollutants. GDP counts the electricity produced, but fails to subtract the cost of the pollution.

Sometimes negative externalities even get counted as positive contributors to economic output. For example, property crimes, like theft, lead people to purchase locks and other security devices. In some cases, property owners hire guards to safeguard their possessions. All of this preventive activity counts as positive contributions to GDP.

**Gross Domestic Product vs. Gross National Product**

As we’ve already explained, GDP is the market value of everything produced within the borders of a country during a particular period of time. So GDP includes both the production of a country’s residents and the production of visitors. For example, if a U.S. worker spends two months working in Singapore, her production will be counted in the GDP of Singapore and omitted from U.S. GDP. Likewise, if a Japanese auto company—like Honda—opens a plant in Alabama, the value added of this plant will be counted in U.S. GDP and not in Japanese GDP. This would be the case even if the plant were operated entirely by robots and didn’t have one U.S. employee. The plant is operating within the borders of the United States, so its value added is counted in U.S. GDP.

At first glance, you might wonder if cross-border activities amount to much. In fact, there are large amounts of such activity. For example, about 70 percent of the “Japanese” cars that are sold in the United States are now manufactured at plants in Canada, Mexico, and the United States.

With facts like this in mind, economists have constructed a measure of aggregate economic activity that includes only the output of factors of production owned by residents of a particular country: gross national product (GNP). U.S. GNP includes the production of a worker who normally resides in the United States, even if the production occurred when the worker was temporarily working abroad. For example, if a U.S. professor gives a summer course at the National University of Singapore, her two-month salary, which was paid by the National University of Singapore, would be included in U.S. GNP and excluded from Singapore’s GNP.

Likewise, U.S. GNP would exclude the value added of machines owned by a Japanese car manufacturer, even if those machines operate in Alabama. On the other hand, U.S. GNP would include the value added of U.S. workers who are employed in a Japanese auto plant in Alabama. U.S. GNP is carefully constructed to count only the value added of factors of production possessed or owned by U.S. residents, no matter where those factors of production operate in the world.

GNP is therefore a measure of national production, where the word national signifies the factors of production—like capital and labor—possessed or owned by the residents of a particular nation. To calculate GNP, begin with GDP and first add in the production of U.S.-owned factors of production that operate within the borders of foreign countries. Then subtract the production of foreign-owned factors of production that operate within the borders of the United States.

Gross national product = (Gross domestic product) + (Production of U.S.-owned capital and labor within the borders of foreign countries) − (Production of foreign-owned capital and labor within U.S. borders).

Plugging in the actual (rounded) numbers for 2013, we find that U.S. GNP ($17.1 trillion) is higher than U.S. GDP ($16.8 trillion). Specifically, the market value of production of U.S. capital and labor within the borders of foreign countries ($0.8 trillion) exceeds the market value of production of foreign capital and labor within U.S. borders ($0.6 trillion). In 2013, U.S. GNP was 1.5 percent larger than U.S. GDP.

For a few countries, GNP and GDP diverge much more substantially. For example, Kuwait—a wealthy oil exporter in the Persian Gulf—owns a very large portfolio of foreign assets, and residents of foreign countries own comparatively few assets inside Kuwait. The income from Kuwait’s foreign assets is counted in Kuwait’s GNP but excluded from Kuwait’s GDP. Accordingly Kuwait’s GNP is substantially larger—generally about
Leisure
Leisure is another sore spot in the GDP system. The GDP accounts give an economy no credit for producing leisure. However, most people would agree that leisure is a key ingredient in human well-being. For example, in time-use surveys, people report that they are happiest when they are socializing. Likewise, people report that they are the least happy when they are at work or commuting to and from work. When you think about GDP comparisons across countries, you need to remember that different countries are working at different levels of intensity. Of course, the goal in life is not to maximize your income by working every moment that you can. If that were our goal, nobody would ever retire or take a vacation. A more reasonable goal is to maximize human well-being—this is another example of optimization. GDP tells us how many material goods are being produced by an economy, but it does not tell us whether all of those material achievements are being used to optimize human happiness.

Does GDP Buy Happiness?
Despite the omission of leisure, GDP per capita is often used as a summary measure of the well-being of a society. We would like to know whether GDP per capita is actually a good predictor of human happiness. Social scientists do not have a foolproof way of measuring happiness, but we do have a crude way of gauging whether a person is satisfied with life: ask them. It’s not an ideal method—for instance, people may not tell the truth: “I’m fine, how are you?”—but it’s a start. When survey researchers ask about happiness in millions of interviews around the world, some remarkable patterns appear in the data. GDP per capita turns out to be an excellent predictor of life satisfaction. Exhibit 5.6 displays a positive relationship between GDP per capita and self-reports of life satisfaction in a large sample of countries. The countries with higher levels of GDP per capita report higher levels of life satisfaction. The exhibit plots GDP per capita on the horizontal axis and average life satisfaction on the vertical axis. Life satisfaction was measured with a 10-point scale. Each circle represents a different country, and the size of the circle reflects the size of the population in that country. The large circle on the right is the United States. The two large circles on the left are India and China.

Exhibit 5.6 GDP per Capita and Life Satisfaction
A strong positive relationship is visible when we compare GDP per capita to mean life satisfaction (measured on a 10-point scale) in a large sample of countries.
The same relationship also shows up within each country. In other words, when economists study household-level data on income and life satisfaction, we find that low-income households within a country report substantially lower life satisfaction than higher-income households within the same country.3

GDP is particularly useful as a tool for determining how the overall economy is growing. To implement this growth analysis, we would like to separate the increase in the value of GDP that is due to overall price increases (in other words, inflation, a concept we will define below) from the increase in the value of GDP that is due to increases in the quantity and quality of goods and services.

For example, suppose the country of Fordica makes 10 cars in 2012 and 10 identical cars in 2013. Here we’ll make the simplifying assumption that the quality of the cars hasn’t changed over time. Economists have sophisticated tools for handling improvements in quality, but we’ll sidestep those issues to keep the analysis as simple as possible. Holding quality fixed, assume that the price of each car rises from $30,000 to $40,000 from 2012 to 2013. In this case, GDP in 2012 would be (10 cars × $30,000/car) = $300,000 and GDP in 2013 would be (10 cars × $40,000/car) = $400,000. At first glance, the economy has grown by 33 percent, or

\[
\frac{(GDP \text{ in 2013}) - (GDP \text{ in 2012})}{GDP \text{ in 2012}} = \frac{($400,000) - ($300,000)}{300,000} = \frac{1}{3} = 0.33 = 33\%.
\]

But the actual number of cars produced hasn’t grown at all. It’s still 10 cars. If we counted the number of cars, rather than their market value, the growth rate of the economy from 2012 to 2013 would have been 0 percent. We don’t want to pat ourselves on the back because prices have gone up (holding car quality fixed as we are in this example).

Naturally, we would like to separate the growth that is due simply to price increases from the growth that is due to increases in the production of goods and services. To do this, we contrast the concepts of nominal GDP and real GDP. Nominal GDP is the standard GDP measurement that we’ve been discussing throughout this chapter. Nominal GDP is the total market value of production, using current prices to determine value per unit produced.

Real GDP is based on the same idea as nominal GDP—summing up the market value of the quantities of final goods and services—but real GDP uses prices from a specific base year to determine the value of each unit that is produced.

To increase clarity, economists use the words nominal or real in their analysis to make certain that the reader knows which of the two concepts is being discussed. On the other hand, journalists generally assume that growth of real GDP is the only game in town. When a headline announces, “U.S. Growth Slows to 2.2%,” the readers are assumed to know, without being told, that real growth is being discussed.

So far we have studied real GDP in the simple case of a one-good economy. Naturally, this concept can be applied to an economy with any number of goods and services. To get some practice using this concept, let’s consider the case of an economy that manufactures two types of cars: Fords and Chevrolets. Exhibit 5.7 reports the raw data with which we will work.

Let’s start by calculating nominal GDP. We simply add up the total market value of goods sold in each year, using current prices. In 2012, nominal GDP is

\[
(10 \text{ Fords}) \times ($30,000/\text{Ford}) + (5 \text{ Chevrolets}) \times ($20,000/\text{Chevrolet}) = $400,000.
\]
In 2013, nominal GDP is

\[(10 \text{ Fords}) \times ($40,000/\text{Ford}) + (20 \text{ Chevrolets}) \times ($25,000/\text{Chevrolet}) = $900,000.\]

Check these totals against the values in the column of Exhibit 5.7 labeled Nominal GDP.

To calculate real GDP, we will use 2012 as the base year. That means that we keep using 2012 prices in the calculation of both 2012 and 2013 real GDP. This doesn’t rock the boat for 2012. Real GDP for 2012 is calculated with 2012 quantities and 2012 prices (exactly matching our calculation of nominal GDP in 2012):

\[(10 \text{ Fords}) \times ($30,000/\text{Ford}) + (5 \text{ Chevrolets}) \times ($20,000/\text{Chevrolet}) = $400,000.\]

The boat rocking comes when we calculate real GDP in 2013, using 2012 as the base year. Now we need to use quantities from 2013 and prices from 2012. In 2013, real GDP is

\[(10 \text{ Fords}) \times ($40,000/\text{Ford}) + (20 \text{ Chevrolets}) \times ($20,000/\text{Chevrolet}) = $700,000.\]

By holding prices constant—using prices from a single base year, 2012—we are able to make meaningful comparisons across years. Economists say that such analysis uses constant dollars. In this case, the constant dollars are based on prices from 2012. To make the base year clear to their audience, economists say that the analysis uses “constant 2012 dollars.”

Now that you understand how to calculate real GDP, we are able to talk about the growth rate of real GDP, which is usually referred to as real GDP growth. For example, the formula for real GDP growth in 2013 is given by

\[
\text{Real GDP growth in 2013} = \frac{(\text{Real GDP in 2013}) - (\text{Real GDP in 2012})}{\text{Real GDP in 2012}}.
\]

By focusing on real GDP growth—which holds prices fixed across time—we compare the total value of real output in 2012 ($400,000 in our example) and the total value of real output in 2013 ($700,000 in our example). In this example, real GDP has grown by 75 percent:

\[
\frac{($700,000 - $400,000)}{$400,000} = \frac{3}{4} = 0.75 = 75\%.
\]

The concept of real GDP growth lets us focus on the thing that we care the most about—how much the economy is producing at different points in time—without letting price movements muddy up the comparison.

Finally, don’t let this teaching example mislead you. Unfortunately, actual growth rates for real GDP are much lower than they are in our illustration. Since 1929, when reliable national income accounts were first created, real GDP growth in the United States has averaged 3.3 percent per year. Even rapidly growing developing countries achieve average real GDP growth below 7 percent per year.

### Exhibit 5.7 Quantities (Q) and Prices (P) in an Economy with Two Goods

The yellow box contains Ford’s quantities and prices in years 2012 and 2013. The orange box contains Chevrolet’s quantities and prices. Nominal GDP is the total value of production using prices and quantities from the same year. Real GDP in 2012 using 2012 prices is the same as nominal GDP in 2012. Real GDP in 2013 using 2012 prices is the total value of quantities in 2013 using prices from 2012.
growth of only 5 percent to 10 percent per year. We’ll analyze long-run real GDP growth in Chapter 7, and we’ll study short-run fluctuations in real GDP growth in Chapter 12.

The GDP Deflator

We can also use real GDP to study the level of prices in the overall economy. Specifically, if we divide nominal GDP by real GDP in the same year and multiply the resulting ratio by 100, we end up with a measure of how much prices of goods and services produced in a country have risen since the base year. This ratio is called the GDP deflator:

\[
\text{GDP deflator} = \frac{\text{Nominal GDP}}{\text{Real GDP}} \times 100.
\]

To understand why this ratio is a measure of rising prices, it helps to write out the formula. Consider again the example in Exhibit 5.7, in which we treat 2012 as the base year for calculations of real GDP. To get our feet wet, let’s first evaluate the GDP deflator for 2012. We’ve written out the expressions for nominal GDP and real GDP below, putting the quantities in blue and the prices in red. Using the data in Exhibit 5.7, you can confirm the numbers in the formula below:

\[
\text{GDP deflator (2012)} = \frac{\text{Nominal GDP (2012)}}{\text{Real GDP (2012)}} \times 100
\]

\[
= \frac{10 \times 30,000 + 5 \times 20,000}{10 \times 30,000 + 5 \times 20,000} \times 100
\]

\[
= 100.
\]

This first calculation reminds us that in the base year (2012 in this example), nominal GDP matches real GDP. Consequently, in the base year, the GDP deflator is exactly equal to 100.

Now let’s consider 2013, the year after the base year. Once again, you can use the data in Exhibit 5.7 to confirm the numbers in the equation below:

\[
\text{GDP deflator (2013)} = \frac{\text{Nominal GDP (2013)}}{\text{Real GDP (2013)}} \times 100
\]

\[
= \frac{10 \times 40,000 + 20 \times 25,000}{10 \times 30,000 + 20 \times 20,000} \times 100
\]

\[
= \frac{900,000}{700,000} \times 100
\]

\[
= 128.6.
\]

In the formula for the 2013 GDP deflator, the numerator and the denominator have exactly the same quantities (in blue): 10 Fords and 20 Chevys. These are the quantities that are sold in 2013. The only things that change between the numerator and the denominator are the prices (in red). The numerator (top) has the 2013 prices, which are used to calculate nominal GDP in 2013. The denominator (bottom) has the 2012 prices that are used to calculate real GDP for 2013—recall that the 2012 prices are the base-year prices.

The numerator shows what it would cost to purchase everything that the economy produced in 2013 using 2013 prices. The denominator shows what it would cost to purchase everything that the economy produced in 2013 using 2012 prices. The GDP deflator is the ratio that reflects the rising cost of buying everything produced in 2013, holding the goods and services produced in 2013 fixed, but changing the prices from the 2013 prices (in the numerator) to the 2012 prices (in the denominator).
The 2013 GDP deflator is telling us how the 2013 prices (in red in the numerator) compare with the 2012 prices (in red in the denominator), holding the quantities fixed in the numerator and the denominator. You can think of the (blue) quantities as weights. The higher the 2013 quantity, the more weight that good or service gets in determining the overall ratio. This makes sense. Goods or services with large quantities should get more weight when we form an overall measure of the price level.

Economists study the percentage change in the GDP deflator from year to year. For example, the percentage change in the GDP deflator in 2013 is given by

\[
\text{Percentage change in GDP deflator in 2013} = \frac{(\text{GDP deflator in 2013}) - (\text{GDP deflator in 2012})}{\text{GDP deflator in 2012}}.
\]

The percentage change in the GDP deflator is a measure of the percentage change in the overall level of prices. In our illustrative example, the GDP deflator was 100 in 2012, and it was 128.6 in 2013. So an economist concludes that prices have risen 28.6 percent:

\[
\frac{(128.6 - 100)}{100} = \frac{28.6}{100} = 0.286 = 28.6\%.
\]

Note that this overall rate of price inflation is between the rate of price inflation for Fords ($30,000 to $40,000, or a 33 percent increase) and the rate of price inflation for Chevrolets ($20,000 to $25,000, or a 25 percent increase). The relative weights of Ford and Chevy prices is determined by their quantity weights.

Exhibit 5.8 plots the value of the actual U.S. GDP deflator from 1929 to 2013, using 2009 as the base year. Because 2009 is the base year, the GDP deflator is exactly 100 in

![GDP Deflator Graph](image-url)
2009. The GDP deflator is less than 100 before 2009 and greater than 100 after 2009. From 1929 to 2013 the GDP deflator increased on average 2.9 percent per year, which is a measure of how quickly prices rose on average during this period.

There are many different ways to measure overall movements in prices, which causes some degree of confusion. In fact, the general public is largely unaware of the GDP deflator and its usefulness as a tool for measuring price movements. The most well-known price measure is the Consumer Price Index, which we come to next.

**The Consumer Price Index**

As you now know, the GDP deflator is the ratio

\[
\text{GDP deflator (2013)} = \frac{\text{Nominal GDP (2013)}}{\text{Real GDP (2013)}} \times 100
\]

Cost of buying everything produced domestically in 2013 using 2013 prices

Cost of buying everything produced domestically in 2013 using base-year prices

For example, if the base year were 2009, then the prices that are used in the denominator are the prices that existed in the economy in 2009.

The Bureau of Labor Statistics calculates a related formula called the **Consumer Price Index (CPI)**. As you can see, the CPI looks almost identical to the formula for the GDP deflator:

\[
\text{CPI (2013)} = \frac{\text{Cost of buying a particular basket of consumer goods using 2013 prices}}{\text{Cost of buying a particular basket of consumer goods using base-year prices}} \times 100.
\]

As you can see, the GDP deflator and CPI formulas are nearly indistinguishable:

1. Both formulas use 2013 prices in the numerator and base-year prices in the denominator.
2. Both formulas contain a ratio that compares what it would cost to buy “stuff” in 2013 (in the numerator) to what it would have cost to buy “the same stuff” using base-year prices (in the denominator).
3. Both formulas also have the same interpretation: a higher ratio implies a greater price increase from the base year to 2013.

The key difference between the formulas is the basket of goods that is being bought. The GDP deflator studies the basket of goods that is produced domestically. In other words, the GDP deflator studies the basket of goods that represents the total production of the domestic economy. We’ll call this the GDP basket.

The CPI studies a particular basket of consumer goods. This basket is constructed to reflect the types and quantities of goods that are purchased by a typical U.S. household. We’ll call this the consumer basket.

There are three key differences between the two baskets:

1. The GDP basket includes things that households don’t purchase, like coal-fired power plants, locomotives, subway stations, city buses, aircraft carriers, and nuclear submarines. Consumers use services provided by governments and firms that purchase these items, but no consumer purchases them directly, so they appear in the GDP basket (in the year they are purchased) but not in the consumer basket.
2. The consumer basket includes things that households purchase but are not counted in GDP. For example, GDP only counts *domestic* production, so it does not count imports, such as a laptop manufactured abroad. A Chinese laptop that is purchased by a U.S. consumer does not get counted in the U.S. GDP basket but would get counted in the U.S. consumer basket.
3. If a product is included in both the GDP basket and the consumer basket, it is likely to have a different weight in the two baskets. For example, housing-related expenditures are in both the GDP basket and the consumer basket, but housing has a larger role in the consumer basket. Housing—including the cost of shelter, utility bills, and household furnishings—represents over 40 percent of the consumer basket, but these items jointly represent less than 20 percent of the GDP basket.
With all of these differences, it’s natural to wonder whether the GDP deflator and CPI tell very different stories about the evolution of prices in the overall economy. In fact, in practice it almost makes no difference, as we demonstrate next.

**Inflation**

The rate of increase in prices is the inflation rate. It is calculated as the year-over-year percentage increase in a price index. For example, to calculate the overall U.S. inflation rate in 2013, we use the following formula, with either the GDP deflator or the CPI as the “price index”:

\[
\text{Inflation rate in 2013} = \frac{\text{(Price Index in 2013)} - \text{(Price Index in 2012)}}{\text{Price Index in 2012}}
\]

It turns out that the choice of the price index doesn’t have a large impact on the resulting rate of inflation. Exhibit 5.9 plots the historical rate of inflation calculated with either the GDP deflator (blue) or the CPI (dashed red line). As you can see, the two inflation series move very closely together.

This similarity may partially explain why there are relatively few news stories about the GDP deflator. The GDP deflator doesn’t have much to add once we know the CPI. Moreover, CPI is released on a monthly basis, so it is more timely than the GDP deflator, which is released quarterly. Finally, CPI describes inflation that matters the most for households. In this sense, CPI has more personal relevance for the typical consumer.

**Adjusting Nominal Variables**

You can’t make meaningful comparisons across time without adjusting nominal variables. For example, William Howard Taft was paid $75,000 per year for his service as president. He was inaugurated in 1909. In 2013, the U.S. president was paid $400,000. So who was paid more?

When we ask that question, we don’t mean “Who received more dollars?” We really mean “Whose salary was worth more?” or, in the language of economics, “Who had more buying power?” There has been a lot of inflation between 1909 and 2013, so a dollar paid out in 1909 bought much more than a dollar in 2013. To compare Taft’s salary to a modern presidential salary, we need to translate Taft’s salary into current dollars.

There’s a formula that enables us to do this:

\[
\text{Value in 2013 dollars} = \frac{\text{Price index in 2013}}{\text{Price index in 1909}} \times \text{Value in 1909 dollars.}
\]
The ratio on the right-hand-side of this equation tells us how much prices have risen, enabling us to transform value expressed in 1909 dollars into value expressed in 2013 dollars. We can fill in these numbers using the 2013 CPI and an historical estimate of what the CPI was in 1909 (official government CPI calculations do not start until 1913).

\[
\text{Value in 2013 dollars} = \frac{\text{Price index in 2013}}{\text{Price index in 1909}} \times \text{Value in 1909 dollars}
\]

\[
= \frac{233}{9} \times \$75,000
\]

\[
= \$1.9 \text{ million}.
\]

The ratio of price indices tells you that, on average, prices rose by a factor of \(233/9 = 25.89\) over this time period, so having \$1 in 1909 is equivalent to having \$25.89 in 2013. Scaling Taft’s annual salary of \$75,000 in 1909 by this ratio of price levels implies that his 1909 salary has equivalent purchasing power to \$1.9 million in 2014. Taft’s salary was worth more than 4 times Barak Obama’s presidential salary.

We can use this simple formula to express any historical price (or value) in dollars for a more recent year (say, 2013). We generally have a good intuition for what 2013 dollars can buy, and we generally have a poor intuition for a dollar’s buying power in 1909. Therefore, this type of transformation can come in very handy. We’ll use it many times throughout this textbook.

**Summary**

- **Macroeconomics** is the study of economic aggregates and the economy as a whole. An aggregate is a total. Macroeconomics studies total economic activity.

- **Gross domestic product (GDP)** is the market value of the final goods and services produced within the borders of a country during a particular period of time (for instance, a year). GDP is defined in three equivalent ways: Production = Expenditure = Income. The circular flow diagram explains these identities and adds a fourth identical way of measuring economic activity: factors of production.

- Like a short weather report—“92 degrees and partly cloudy”—GDP is just a summary measure of economic activity and economic well-being. GDP leaves many details out, including depreciation, home production, the underground economy, externalities, leisure, and cross-border movements of capital and labor. Nevertheless, residents of countries with relatively high levels of GDP per capita report relatively high levels of life satisfaction.

- Economists distinguish nominal values and real values. Real GDP measures the market value of economic production holding prices fixed at a particular base year. The GDP deflator is a measure of the overall level of prices in the economy. The Consumer Price Index (CPI) is another measure of the overall level of prices. Both the GDP deflator and the CPI can be used to measure the overall rate at which prices are rising: the inflation rate.
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Questions

Select questions are available in MyEconLab for practice and instructor assignment.

1. Find and list three recent stories in the media that would typically be studied in macroeconomics. (Cite the date and source of the stories you choose.) Discuss why they would fall within the subject matter of macroeconomics.

2. How is gross domestic product defined?


4. Use the circular flow diagram to show how expenditure, production, and income relate to one another.

5. How is each firm’s value added used to estimate GDP? Discuss its role in production-based accounting.

6. How is GDP calculated using expenditure-based accounting?

7. Which category of expenditure accounts for the highest share of GDP in the United States?

8. How is the level of economic activity calculated using the income method?

9. If the level of aggregate expenditure was $16.8 trillion in 2013, what was the level of aggregate income? Explain your answer.

10. What is meant by capital depreciation?

11. Explain three important factors that GDP leaves out.

12. You decide to cook your own meal rather than eat in a restaurant. How will this affect GDP?

13. The income earned by Snowland’s workers in Heatland would be counted in Snowland’s GNP, but not in its GDP. Is this statement true or false?

14. Nobel laureate Simon Kuznets, who did significant work on national income accounts in the 1930s, said that the welfare of a nation can scarcely be inferred from a measurement of national income. Would you agree with him? Why or why not?

15. As nominal GDP increases, the quantity of goods and services must increase. Is this statement true or false? Explain your answer.

16. Write the formula to compute the inflation rate in year $t$.

17. Would you choose to compute the inflation rate using the Consumer Price Index (CPI) or the GDP deflator? Explain your answer.

Problems

Select problems are available in MyEconLab for practice and instructor assignment.

1. Determine the effect on country Demoffrage’s GDP for each of the following transactions. Explain your answers.
   a. A tourist spends on a seafood dinner at a restaurant.
   b. A foreign worker finds a job and earns a living in the country.
   c. A domestic telecom store that imports smart phones from a foreign country at the cost of $900 per piece, and sells them to students at $1,000 per piece.
   d. An old apartment is transferred from a father to his daughter.
   e. The government spends more on health services as the air pollution becomes a more serious issue.

2. By how much would GDP change as a result of each of the following changes. Briefly explain your answers.
   a. A parent switches from buying pre-made ham and cheese sandwiches for a family dinner, which would have cost $20, to buying the raw ingredients, which cost only $6, and making the same ham and cheese sandwiches at home.
   b. On the rebound again, a famous rock star marries her butler, whom she formerly paid $50,000 a year. After they are married, her husband continues to wait on her as before, and she continues to support him as before—but as a husband rather than as an employee, that is, not with a regular salary.

3. Suppose that there are only two small countries in the world: Ascot, with a population of 30,000 people, and Delwich, with a population of 20,000 people. Ascot’s GDP is equal to $150 million while Delwich’s GDP is $250 million. Delwich’s GNP has been estimated to be equal to $280 million. Use this information to calculate Ascot’s GNP, the GDP per capita in Ascot, and the GNP per capita in Delwich.
4. The following table gives data for a small country, Magnolia:

<table>
<thead>
<tr>
<th>Component</th>
<th>Expenditure (in thousands)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Security payments</td>
<td>$250</td>
</tr>
<tr>
<td>Depreciation</td>
<td>$47</td>
</tr>
<tr>
<td>Private investment</td>
<td>$630</td>
</tr>
<tr>
<td>Exports</td>
<td>$260</td>
</tr>
<tr>
<td>Imports</td>
<td>$300</td>
</tr>
<tr>
<td>Salaries earned by foreigners working in Magnolia</td>
<td>$160</td>
</tr>
<tr>
<td>Household consumption</td>
<td>$850</td>
</tr>
<tr>
<td>Purchases of raw materials</td>
<td>$270</td>
</tr>
<tr>
<td>Government purchases</td>
<td>$900</td>
</tr>
<tr>
<td>Capital income</td>
<td>$290</td>
</tr>
<tr>
<td>Salaries earned by Magnolian residents working abroad</td>
<td>$350</td>
</tr>
</tbody>
</table>

a. Use the data to calculate GDP for this economy using the expenditure method.
b. Calculate the value of Magnolia’s GNP. Does Magnolia’s GDP differ from its GNP? Why?

5. In 2013, the value of the Consumer Price Index (CPI) in a certain country, Polonia, was 230 index points and median (nominal) household income was $31,200. In 1950, the CPI was 51 index points and median (nominal) household income was $9,500.

a. Calculate median real household income in 1950 and in 2013, using 2013 as the base year.
b. In which year was life satisfaction likely to be higher? Explain your answer.

6. Most products we buy go through a lengthy series of intermediate steps before they are available for us to purchase. For this problem, say we are tracing the stages, and the associated transaction values, involved in the production of a hypothetical loaf of bread:

Farmer sells wheat to miller $0.50
Miller grinds wheat into flour, and sells to baker $1.00
Baker bakes the loaf, and sells to a grocery wholesaler $2.00
Wholesaler sells loaf to various chain retail outlets $2.50
Retailer sells loaf to public $3.25

a. Which expenditure category of GDP increased as a result of the production and sale of the loaf?
b. Calculate the addition to GDP contributed by this loaf, using all three methods covered in the text: expenditure-based accounting, income-based accounting, and production-based accounting.

7. The following table shows expenditure and production components of a small open economy, Unidemo in 2012 and 2013.

<table>
<thead>
<tr>
<th>GDP at market price</th>
<th>Consumption</th>
<th>Investment</th>
<th>Government purchases</th>
<th>Total Exports</th>
<th>Total Imports</th>
<th>GDP deflator</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>1,659,245</td>
<td>1,019,955</td>
<td>362,493</td>
<td>152,512</td>
<td>3,167,540</td>
<td>3,043,255</td>
</tr>
<tr>
<td>2013</td>
<td>1,707,487</td>
<td>1,026,482</td>
<td>359,276</td>
<td>148,017</td>
<td>3,564,835</td>
<td>3,391,123</td>
</tr>
</tbody>
</table>

a. What is the growth rate of GDP in 2013?
b. What is the growth rate of each expenditure category—consumption, investment, government purchases, and trade balance—in 2013?
c. Based on your answer from part a, calculate the percentage of each expenditure category contributing to the growth rate of GDP in 2013. Which is the major source of the GDP growth in 2013?
d. Compare the amount of goods and services produced between 2012 and 2013.

8. A typical resident of the country of Collegia consumes a simple basket of goods consisting of life’s essentials: soda, pizza, and Advil. A year’s basket contains 1,000 sodas, 100 pizzas, and 50 bottles of Advil. The price of these goods in each of the past 8 years is given in the following table:

<table>
<thead>
<tr>
<th>Year</th>
<th>Soda</th>
<th>Pizza</th>
<th>Advil</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>$1.00</td>
<td>$8.00</td>
<td>$10.00</td>
</tr>
<tr>
<td>2006</td>
<td>$1.50</td>
<td>$8.00</td>
<td>$10.00</td>
</tr>
<tr>
<td>2007</td>
<td>$1.50</td>
<td>$8.50</td>
<td>$11.00</td>
</tr>
<tr>
<td>2008</td>
<td>$2.00</td>
<td>$8.50</td>
<td>$11.50</td>
</tr>
<tr>
<td>2009</td>
<td>$2.50</td>
<td>$9.00</td>
<td>$11.00</td>
</tr>
<tr>
<td>2010</td>
<td>$2.50</td>
<td>$9.00</td>
<td>$10.00</td>
</tr>
<tr>
<td>2011</td>
<td>$2.00</td>
<td>$10.00</td>
<td>$12.00</td>
</tr>
<tr>
<td>2012</td>
<td>$3.00</td>
<td>$10.00</td>
<td>$13.00</td>
</tr>
</tbody>
</table>

Using 2008 as the base year,
a. calculate the CPI for each year.
b. calculate the rate of inflation for each year from the previous year, starting with 2006.

9. The following table shows the Consumer Price Index for a low-income group (CPI-A) and a high-income group (CPI-C) in Hong Kong. The weight of each item in the price index reflects the share of that item in the total expenditure of households.

<table>
<thead>
<tr>
<th>Commodity/service division</th>
<th>CPI-A (%)</th>
<th>CPI-C (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food and non-alcoholic beverages</td>
<td>13.47</td>
<td>6.67</td>
</tr>
<tr>
<td>Alcoholic beverages and tobacco</td>
<td>1.35</td>
<td>0.42</td>
</tr>
<tr>
<td>Clothing and footwear</td>
<td>2.84</td>
<td>4.72</td>
</tr>
<tr>
<td>Housing, water, electricity, gas and other fuels</td>
<td>35.3</td>
<td>31.99</td>
</tr>
<tr>
<td>Furnishings, household equipment and routine household maintenance</td>
<td>2.06</td>
<td>5.72</td>
</tr>
<tr>
<td>Health</td>
<td>2.19</td>
<td>3.22</td>
</tr>
<tr>
<td>Transport</td>
<td>8.01</td>
<td>10.01</td>
</tr>
<tr>
<td>Communication</td>
<td>4.9</td>
<td>2.8</td>
</tr>
</tbody>
</table>
10. **Recall the method of calculating real GDP detailed in the chapter.** As you may already have noticed, this method has a problem: in calculating aggregate output, this method weights the output of the various goods and services by their relative prices in the base year.

Say, for example, a textbook cost $100 in the base year, and a laptop cost $2,000. This means that the laptop would have 20 times the weight of a book in calculating aggregate output.

But, what happens when relative prices change? As you know, the prices of most high-tech items, including laptops, have generally been decreasing over time. Suppose the price of a laptop declined from $2,000 to $1,000 in the period from the base year to the current year. Now a laptop costs only 10 times as much as the book. So, using base-year relative prices would overweight laptops in calculating real GDP in the current year.

In response to this problem, in 1996 the BEA switched to what is called a *chain-weighted* method of calculating real GDP. Say the base year is 2008. To calculate the growth rate of real GDP between 2008 and 2009, for example, the BEA calculates real GDP for 2008 using 2008 as the base, and then real GDP for 2008 using 2009 as the base. Then, the Bureau calculates real GDP for 2009 using 2009 as the base, and real GDP for 2009 using 2008 as the base. For each base, the growth rate is then calculated as: 

\[
\frac{2009\ \text{GDP}(2008\ \text{Base}) - 2008\ \text{GDP}(2008\ \text{Base})}{2008\ \text{GDP}(2008\ \text{Base})} - \frac{2009\ \text{GDP}(2009\ \text{Base}) - 2008\ \text{GDP}(2009\ \text{Base})}{2008\ \text{GDP}(2009\ \text{Base})}.
\]

So, they end up with two different growth rates, which are then averaged. Given this averaged growth rate, and the level of GDP in 2008 at 2008 prices, the Bureau then calculates real GDP for 2009 as 1 plus the average growth rate previously calculated, times 2008 output in 2008 dollars. The growth rate between 2009 and 2010 is then calculated similarly.

Suppose that laptops, economics textbooks, and energy drinks are the only three goods produced in the United States. The following table gives the quantity of each produced (in millions) and their prices in the years from 2011 to 2013:

<table>
<thead>
<tr>
<th></th>
<th>Laptops</th>
<th>Texts</th>
<th>Eng. Drnk</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>1500</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>2012</td>
<td>1200</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>2013</td>
<td>1000</td>
<td>120</td>
<td>10</td>
</tr>
</tbody>
</table>

**Problems**

11. **On May 22, 2013, Forbes magazine reported that Bill Gates had overtaken Mexican businessman Carlos Slim as the “richest man in the world.”** Gates’s fortune on that date was estimated at $70 billion, whereas Slim’s was a mere $69.86 billion. ([http://www.forbes.com/sites/erinacarlyle/2013/05/22/bill-gates-is-worlds-richest-bumps-slim/](http://www.forbes.com/sites/erinacarlyle/2013/05/22/bill-gates-is-worlds-richest-bumps-slim/))

But, does this make Gates the richest American who ever lived?

John D. Rockefeller, the founder of Standard Oil, is usually credited with this distinction. At the time of his death in 1937, the founder of the Standard Oil empire had an estimated net worth of $1.4 billion.


Use the data under the “Annual” column to calculate Gates’s 2013 net worth measured in 1937 dollars. You should find that Gates’s wealth does have more buying power than Rockefeller’s wealth.

b. Some analysts say that Rockefeller’s net worth was economically equivalent to $250 billion today. However, this figure is arrived at in a particular way. First, his net worth in 1937 is calculated as a percentage of total U.S. GDP in 1937. That percentage is then multiplied by the current level of GDP to arrive at the equivalent figure in current dollars. See if you can approximate the $250 billion figure. You can find the relevant GDP figures at [http://research.stlouisfed.org/fred2/data/GDPA.txt](http://research.stlouisfed.org/fred2/data/GDPA.txt).

c. **What are the pros and cons of the two different methods—reviewed in the previous parts of this question—of adjusting Rockefeller’s net worth to make it comparable to the wealth of business leaders today?**
Why is the average American so much richer than the average Indian?

We live in a world of great disparities. Standards of living, educational opportunities, health services, and infrastructure differ tremendously across countries. Poverty is endemic in many parts of the world, particularly in sub-Saharan Africa, South Asia, and parts of South America, while most people in the United States, Canada, Western Europe, and a few other fairly rich countries live in relative comfort, even abundance. These differences are so great that if you travel around the globe, you will be struck by the contrast of how different living conditions are in some parts of the world from those back home. The realization that there are such great disparities may have been one of the factors that sparked your interest in economics in the first place. They are also the reason why many people from all over the world emigrate to richer countries, where standards of living are higher.
Inequality Around the World

Before we can understand the variation of income across the world, our first step is to define our measurements. How do we quantify the differences in standards of living and economic conditions across countries? Income per capita is one robust measure.

Measuring Differences in Income per Capita

We learned in the last chapter how to measure aggregate income or GDP. We can do so by approaching it from the production side, from the expenditure side, or from the income side. From the national income accounting identity, all three give exactly the same answer: gross domestic product, or GDP for short. Dividing GDP by the total population in the country gives us income per capita (per person) or GDP per capita.

We use the two terms interchangeably in this textbook because they represent the same number. (Often we use income per capita when we wish to emphasize that the number is the average income of the citizens of a country and GDP per capita when we wish to emphasize that the number is what the economy produces per person.)

More formally, we have:

\[
\frac{\text{Income per capita}}{\text{GDP per capita}} = \frac{\text{GDP}}{\text{Total population}}.
\]

For example, the United States in 2010 had GDP equal to about $14.45 trillion. With a total population of approximately 310 million, income per capita was approximately $46,613.

How does this compare to the income per capita of other countries? Let us look to a neighboring country: Mexico. Income in Mexico is, of course, not calculated in U.S. dollars...
but in pesos. Thus with a similar computation, we find income per capita in Mexico in the same year, 2010, to be approximately 116,036 pesos. This number is not directly comparable to the $46,613 for the United States because it is expressed in different units. But we can convert it to the same units by using the exchange rate. For example, on January 1, 2010 one U.S. dollar was worth 12.9 pesos, or one peso was worth $1/12.9 = 0.078 dollars. Using this ratio, we can convert the average income in Mexico into dollars as follows (where p.c. stands for “per capita”):

\[
\text{Mexican income p.c. in $} = \text{Mexican income p.c. in pesos} \times \frac{1}{	ext{peso exchange rate}} = 116,036 \times 0.078 = 9,051
\]

So the average Mexican had an income per capita of approximately $9,051. This number would be useful if you wanted to think about how much an individual with the average Mexican income per capita, all of which was earned in Mexico, would be able to consume in the United States.

Using this exchange-rate-based measure, we can compute income per capita in every country for which we have data on GDP and population. For example, in 2010, income per capita in Sweden was $50,549 and in Switzerland it was $69,167. While income per capita in Sweden and Switzerland is similar to that in the United States, large disparities emerge when we compare the United States to several other countries. For example, we have already seen that the U.S. income per capita is about 5 times that of Mexico. It is also 30 times greater than income per capita in India, 43 times greater than income per capita in Senegal, and approximately 155 times greater than income per capita in Ethiopia.

Exchange rates allow us to compare GDP across countries using the same units, but we favor a tool that provides even better comparisons of income per capita across countries: purchasing power parity (PPP). Exchange rates convert currencies into the same units but fail to account for the fact that the prices of many goods and services will differ across countries. For example, some things—like phone calls—are cheaper in the United States than in Mexico because better technology is available in the United States and because there is a telecommunications monopoly in Mexico, keeping prices relatively high. But other goods—like guacamole and haircuts—are cheaper in Mexico, often because labor and other inputs are cheaper.

We saw in the previous chapter how to adjust economic variables like GDP to correct for changes in prices over time (which led to the notion of real GDP). We should make a similar adjustment when comparing GDP between countries. But the exchange rate between dollars and pesos doesn’t do this. To see why, recall that the exchange rate between the peso and the dollar was 12.9 on January 1, 2010. If instead we had used the exchange rate on January 1, 2009, which was 13.8 pesos per dollar, the average income in Mexico would have been $8,408 rather than $9,051. But this fluctuation has little to do with changes in prices households face in Mexico or the United States. Rather, it is just a consequence of converting Mexican income into dollars using the current exchange rate, which (as we will see in Chapter 15) fluctuates for a variety of reasons unrelated to differences in the cost of living.

Purchasing power parity provides a better way to convert GDP in domestic currencies into common units. The idea here is very similar to the adjustment we developed for converting nominal GDP into real GDP in the previous chapter. Specifically, the purchasing power parity (PPP) constructs the cost of a representative bundle of commodities in each country and adjusts GDP so that a dollar in each country can purchase this representative bundle. The resulting measure is a country’s GDP in PPP-adjusted U.S. dollars. For example, this representative bundle cost $1 in the United States and 8.64 pesos in Mexico in 2010. On this basis, the PPP factor between U.S. dollars and pesos is $1 for 8.64 pesos or 1 peso for 0.116 = 1/8.64 U.S. dollars.

Using this procedure, income per capita in Mexico in PPP would be:

\[
\text{Mexican income p.c. in PPP $} = \text{Mexican income p.c. in pesos} \times \frac{1}{\text{peso PPP}} = 116,036 \times 0.116 = 13,460
\]

Comparing this result for Mexico with the $9,051 obtained using the peso/$ exchange rate, we see that there is often a significant difference between exchange-rate-based measures and PPP-based measures of income per capita, with the gap between the United States
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Inequality in Income per Capita

There are still very large disparities across countries when we use PPP-based measures. Exhibit 6.1 shows a graph of PPP-adjusted income per capita across countries in 2010 (expressed in terms of 2005 constant dollars, where the notion of constant dollars was defined in the previous chapter). Note that there are 19 countries with less than $1,000 per capita, including the Democratic Republic of Congo, Ethiopia, Liberia, Madagascar, and Togo, and another 23 with incomes of between $1,000 and $2,000, including Afghanistan, Haiti, Kenya, Tajikistan, Uganda, and Zambia. These measures contrast sharply with those of the United States ($41,365), France ($31,299), and Germany ($34,089) in the same year.

### Exhibit 6.1 Income per Capita Around the World in 2010 (PPP-adjusted 2005 Constant Dollars)

There are wide disparities in income per capita across countries. Nineteen countries had income per capita less than $1,000 in 2010 (in PPP-adjusted 2005 constant dollars) while only a few countries had income per capita above $40,000.

Source: Data from Penn World Table; Alan Heston, Robert Summers and Bettina Aten, Penn World Table Version 7.1, Center for International Comparisons of Production, Income and Prices at the University of Pennsylvania (Nov 2012).
6.2
Exhibit 6.2 complements Exhibit 6.1 by showing a map of the world with different ranges of income per capita shaded in different colors. Reds, oranges, and yellows correspond to lower income per capita, and greens correspond to relatively high income per capita. The overall picture is similar to that shown in Exhibit 6.1, yet we can now more easily identify where the rich and the poor countries are. There are some striking patterns to the differences in incomes. For example, the African continent appears to be uniformly poorer, except for a few spots. Much of South Asia and Latin America is also quite poor. In contrast, North America and Western Europe are relatively prosperous. This map makes it clear that there are indeed major economic disparities throughout the world, and one of our purposes in this chapter is to understand the causes behind them.

6.3
Income per Worker

We have so far talked about income per capita—aggregate income (GDP) divided by total population. But total population includes children, the elderly, and those who are not employed, who do not take part in production (though in many less developed economies, child labor is quite common). This raises the possibility that part of the variation in income per capita across countries might be due to differences in what fraction of the population works. Therefore, a natural alternative that avoids this problem is to focus on income per worker, defined as GDP divided by “workers,” meaning those in employment. That is:

\[
\text{Income per worker} = \frac{\text{GDP}}{\text{Number of people in employment}}
\]
This measure gives us a better picture of how much each worker produces on average by excluding those who do not work.

Exhibit 6.3 is similar to Exhibit 6.1, but uses (PPP-adjusted) income per worker. If there were large differences in the ratio of workers to the total population, this exhibit would look very different from Exhibit 6.1. A direct comparison shows that the overall patterns are very similar, though naturally income per worker is higher for every country than income per capita because the denominator is always smaller for income per worker. For example, PPP-adjusted income per capita in 2010 (in 2005 constant dollars) for Mexico is $11,939 (we saw that this was equal to 13,460 in current dollars), whereas PPP-adjusted income per worker for Mexico in 2010 (again in 2005 constant dollars) is $27,625. For India, the two corresponding numbers are $3,477 and $9,010. As a reflection of this, the group of countries with the highest income per worker now corresponds to $75,000+ instead of $50,000+ as in Exhibit 6.1.

Productivity

The main reason why income per capita or income per worker varies across countries is because productivity varies across countries. **Productivity** here refers to the value of goods and services that a worker generates for each hour of work. From our discussion of the national income accounting identity in Chapter 5, you will recall that the value of goods and services produced in a country, GDP, is equal to the total income in that country. Thus productivity also measures income per hour of work. Income per worker and productivity are very closely related and thus vary across countries for the same reasons. (The only reason the two concepts differ is that the total number of hours of work per worker may also vary across countries, but in practice, this variation is small.)

It is useful to focus on productivity differences across countries because it emphasizes that to understand the huge differences in income per capita across countries, we have to look at the production side.
income per capita across countries, we have to look at the production side. In particular, we need to study the factors that make labor much more productive in some countries than in others.

**Incomes and the Standard of Living**

A natural question is whether income per capita or income per worker is the quantity we should focus on. The answer depends on what we are trying to measure. Income per worker is particularly informative when we would like to understand why some economies are more productive than others, because it focuses directly on differences in GDP relative to those in employment.

Another reason why we care about disparities in income across countries is that we would like to measure differences in the standards of living across countries. For this purpose, income per capita is a natural first step because the conditions of the whole population, including children and the elderly, are conveyed by this measure.

However, there is much that is left out of income per capita, as you have already seen in the previous chapter. Even though, again as shown in the previous chapter, income per capita is a fairly good predictor of average life satisfaction in a country, we cannot capture the diverse dimensions of well-being and the standards of living of an entire population by looking at a single number. For example, income can vary widely within countries as well as across them. In the United States, the coasts are richer than the middle of the country. In Mexico, there are great differences between the north and the south. High income inequality in general prevents measures of average income (like GDP per capita) from giving a complete picture of how comfortably most people in a country actually live. Finally, as already mentioned in the previous chapter, people do not just care about income and consumption, but also about factors such as pollution, the quality of healthcare, and public safety. Variations in these factors across countries are not captured by income per capita numbers (as you learned at the end of the last chapter).

All of this implies that we should refrain from making sweeping generalizations about the welfare of a country’s citizens based on its income per capita alone. Nevertheless, there is quite a bit we can learn from income per capita about the standards of living. In the previous chapter, we saw the relationship between income per capita and average life satisfaction. In addition, one of the things we care about when discussing a particular country is whether there are many people living in extreme poverty. Researchers at the World Bank have come up with the notion of absolute poverty, corresponding to living on less than $1.08 per day in 1993—a measure commonly referred to as the one dollar a day per person poverty line. This measure has now been updated to $1.25 per person per day (in 2005 U.S. dollars), though it is still sometimes referred to as one dollar a day. For most of us, it is difficult to imagine how anybody could survive on such a tiny sum, but more than 1.4 billion

---

**Dangers of Just Focusing on Income per Capita**

A common error in comparing standards of living across countries is to focus only on income per capita, without thinking about its composition. This error is most clearly illustrated by looking at the situation in South Africa. Until 1994, South Africa was ruled by a minority white population under a repressive system of racial segregation known as apartheid—a word meaning “separateness.” The apartheid regime prevented blacks from political participation and regulated their economic activities. It also created a variety of repressive arrangements intended to keep the wages of black workers low. According to the economic historian Charles Feinstein, the result was that although the South African economy became more prosperous as a whole during much of the twentieth century, the incomes of its black citizens did not increase during this entire period.¹

So if we were to look at just income per capita in South Africa, it would not inform us about the very low incomes and poor living conditions of most of its black citizens.
people in 2005 did in fact try to make do with less than $1.25 per day. Exhibit 6.4 shows a scatter plot with the fraction of a nation’s population living in poverty (according to this definition) on the y-axis and its income per capita on the x-axis. The exhibit shows a strong association, indicating that income per capita gives us a fairly good idea of which countries have populations suffering from extreme poverty.

Note that in this and similar exhibits, the horizontal axis is stretched, so that a 10 percent change in income per capita represents the same absolute distance on the horizontal scale, whether we’re starting from a lower level, like $500, or a higher level, like $8,000. For example, at the point labeled $500, a 10 percent increase takes the same horizontal distance as a 10 percent increase at the point labeled $8,000. This is the same strategy we used for the vertical axis in Exhibit 5.8 in the previous chapter, and why this is an informative way of representing variables such as income or GDP per capita will become clearer when we discuss economic growth in the next chapter.

Another reason why we care about income per capita is that poverty often brings poor health. One way to measure the health of a nation is by looking at the average life expectancy at birth. Exhibit 6.5 shows a scatter plot with life expectancy on the y-axis and income per capita on the x-axis, and again there is a strong association, indicating that this non-income-based measure of the standard of living also correlates strongly with income per capita.
The Human Development Index combines information on income per capita, life expectancy, average years of schooling for those above age 25, and the enrollment of children in school. This exhibit shows that countries with higher income per capita tend to have higher levels of this index.

Source: Data from Penn World Table (Alan Heston, Robert Summers, and Bettina Aten, Penn World Table Version 7.1) and United Nations Development Programme.

There are also several other factors we should take into account when measuring the standards of living across countries. One alternative is the United Nations’ Human Development Index, which combines income per capita, life expectancy, and measures of education to more holistically measure the standard of living. Exhibit 6.6 presents a scatter plot with the Human Development Index on the y-axis and income per capita on the x-axis. It shows that there is once again a strong association between income per capita and this measure.

Overall, the relationship between income per capita and several measures of the standard of living, including poverty, life expectancy, and the Human Development Index, suggests a simple strategy: first focus on income per capita and then look in greater detail at issues related to health, education, poverty, and inequality within and across countries. This is the strategy we adopt here.

## 6.2 Productivity and the Aggregate Production Function

As we noted above, to understand differences in income per capita or income per worker across countries, we need to understand differences in productivity. To do so, we first outline the main sources of variation in productivity across countries. Then, we turn to a more systematic analysis of these factors using the aggregate production function.

### Productivity Differences

There are three main reasons why productivity differs across countries, each of which we now explain in turn.

1. **Human capital:** Workers differ in terms of human capital, which is their stock of skills to produce output or economic value. For example, a worker with a university degree in computer science will be much more productive in computer programming or Web page design than a worker with just a high school degree. Suppose, for example, that in one day the computer scientist can do the same tasks as two workers with high school degrees. In this case, we say that she has twice the human capital as the workers with high school degrees. But this also implies that she is twice as productive.

2. **Physical capital:** Physical capital is any good, including machines and buildings, used for production. For example, in agriculture, aggregate production will depend on agricultural machinery, the equipment used for transporting inputs and outputs, and the buildings in which the output is stored. Though these inputs are all
different, we can aggregate them into a single measure and obtain the physical capital stock of the economy using their dollar value. Workers will be more productive when the economy has a bigger physical capital stock, enabling each worker to work with more (or better) equipment and structures.

(3) Technology: An economy with better technology uses its labor and capital more efficiently and thus achieves higher productivity. We will see below that an economy can have better technology either because it uses superior knowledge in production (for example, new manufacturing techniques not available to other economies) or because it organizes production more efficiently.

The Aggregate Production Function

Human capital, physical capital, and technology each play a part in determining how productive workers in an economy are. The aggregate production function is our tool for understanding how these three ingredients all come together to generate GDP in an economy.

In the previous chapter, we saw how we can aggregate tens of thousands of commodities into a single measure of GDP. For our analysis here, we can go one step further. Once we have made the simplification of aggregating everything into GDP, we can just think of GDP as if it were a single commodity. Even though this simplification ignores the composition of GDP, it allows us to more clearly look at what determines the level of GDP, which is our main purpose in this chapter.

The advantage of looking at GDP in this way is that once we start thinking of the world in terms of a single commodity, we can study the aggregate production function of the economy, which describes the relationship between GDP and its various inputs. This is similar to how we study the relationship between the output of a single firm and the inputs that it uses. For example, if we wanted to understand how much corn a farm produces, we would first specify the relationship between total corn production and its key inputs, for example, the number of workers on the farm and the equipment that the farm uses.

A key concept in our study of the aggregate production function is factors of production. You will recall from the previous chapter that factors of production are the inputs to the production process—goods or services purchased in the market for producing other goods, in this case for producing GDP. To understand a nation’s output, we will look at a production function that describes how the factors of production are combined to produce GDP. But differently from the case in which we study a single firm, our focus is not specific commodities, such as T-shirts or iPhones, but all of GDP, and we therefore refer to this function as the aggregate production function.

The aggregate production function is useful for understanding not only how GDP is determined but also why productivity varies across countries.

Labor

The first and most important factor of production is labor. A nation can increase output by employing more workers. For example, more workers can be deployed for tilling the soil and harvesting corn.

Remember, though, that not all workers are the same. Some will have greater human capital than others and will be able to produce more output or economic value (and this is the reason why, as we have seen, human capital is a major determinant of productivity). Such differences in workers’ human capital make looking at the total number of workers in an economy a poor indicator of how much the economy can produce. Instead, we need to know the total efficiency units of labor. Total efficiency units of labor is defined as the product of the total number of workers and the average human capital (efficiency) of (employed individuals) workers. For example, suppose a computer science graduate can perform the same job as two high school graduates. Then, it would be natural to give twice the weight to her labor than that of high school graduates. Now applying the same idea more broadly, we can compute the total efficiency units of labor, denoted by $H$, as the...
product of the total number of workers in the economy, \( L \), and the average efficiency or human capital of workers, \( h \). Thus, we write:

\[
H = L \times h.
\]

This equation implies that the total efficiency units of labor in the economy can be increased either if more workers take part in the production process (for example, because employment increases) or if each worker becomes more productive. Acquiring more skills through formal schooling is one way for a worker to increase productivity.

**Physical Capital and Land**

The second major factor of production is physical capital, typically denoted by \( K \) (corresponding to the first letter of “Kapital,” the German spelling of capital). When an economy has more physical capital, or equivalently, a greater physical capital stock, its workers can work with more and better equipment and structures, and thus the economy will produce more GDP.

A third factor of production is land. For example, if we think of an economy in the eighteenth century, land and other natural resources would be the key factors of production. Yet other factors of production include natural resources and the entrepreneurial talent of the economy (the skills and capabilities of its entrepreneurs and businesspeople). To simplify the discussion, we focus only on physical capital and labor (specifically, total efficiency units of labor). When we do so, the value of land and natural resources can be included in the physical capital stock (the same way that the value of buildings is). We will return to the role of entrepreneurial talent in the context of our discussion of technology below.

**Representing the Aggregate Production Function**

Let us represent the aggregate production function as follows:

\[
Y = A \times F(K, H).
\]

When we read an expression like the one above aloud, we say, “\( Y \) is a function of \( K \) and \( H \).” We read our notation as follows:

1. \( Y \) stands for GDP.
2. \( K \) is the physical capital stock of the nation.
3. \( H \) is the efficiency units of labor that the economy uses in production.
4. The function \( F \) signifies that there is a relationship between physical capital, labor, and GDP. In particular, GDP is generated through a combination of physical capital and the efficiency units of labor.
5. \( A \) is an index of technology. A higher \( A \) implies that the economy produces more GDP with the same level of physical capital stock and total efficiency units of labor.

We discuss the role of technology in greater detail below.

As we have already emphasized, this aggregate production function is similar to the production function of an individual firm for producing a specific type of commodity. In particular:

1. Just like the production function of a specific firm, the aggregate production function will show that GDP is increasing in both physical capital and labor—put differently, more is better. Holding labor constant, if we have a greater physical capital stock, we will be able to produce more GDP. Holding physical capital constant, if we have more labor, we will also be able to produce more GDP.
2. The aggregate production function is also subject to the Law of Diminishing Marginal Product (which is related to our discussion of diminishing marginal benefit in Chapter 4). The Law of Diminishing Marginal Product states that the marginal contribution of a factor of production to GDP diminishes when we increase the quantity used of that factor of production (holding all others constant). We can illustrate the aggregate production function graphically by holding the total efficiency units of labor constant, as in Exhibit 6.7, or by holding the physical capital stock constant, as in Exhibit 6.8. Let’s start with Exhibit 6.7.
Exhibit 6.7 The Aggregate Production Function with Physical Capital Stock on the Horizontal Axis (with the Total Efficiency Units of Labor Held Constant)

Holding the total efficiency units of labor constant, the aggregate production function shows the relationship between the physical capital stock and GDP in the economy. As the physical capital stock increases, so does GDP. But the relationship becomes less and less steep as the physical capital stock of the economy increases because of the Law of Diminishing Marginal Product. For the same one-unit increase in the physical capital stock, the increase in GDP is greater at point A (with lower physical capital stock) than at point B (with greater physical capital stock).

This exhibit shows both the increasing relationship between physical capital and output, and the Law of Diminishing Marginal Product. In particular, the marginal contribution of an additional unit of physical capital to output—how much output increases as a result of a unit increase in the physical capital stock—is decreasing in the total physical capital stock. We see this by comparing the increase in output for a unit increase in physical capital stock at two different points of the aggregate production function in Exhibit 6.7. Consider a unit increase close to the origin (point A). When there is less physical capital in the economy, the corresponding increase in output is large. When we have the same unit increase farther to the right, corresponding to more physical capital (point B), the resulting increase in output is smaller, as shown by the smaller vertical increase at B than at A. This visual difference captures the Law of Diminishing Marginal Product.

Exhibit 6.7 holds the efficiency units of labor, \( H \), constant and looks at the relationship between the physical capital stock and GDP. Exhibit 6.8 does the opposite, holding the physical capital stock, \( K \), constant and looking at the relationship between the efficiency units of labor of the economy and GDP. This relationship also satisfies the Law of Diminishing Marginal Product.

Exhibit 6.8 The Aggregate Production Function with the Efficiency Units of Labor on the Horizontal Axis (with Physical Capital Stock Held Constant)

Holding the physical capital stock constant, the aggregate production function shows the relationship between the total efficiency units of labor and GDP. Once again, as the total efficiency units of labor increase, so does GDP, but consistent with the Law of Diminishing Marginal Product, the relationship becomes less and less steep as the total efficiency units of labor increase.
We now discuss how technology affects the aggregate production function and the factors that influence the level of technology of an economy.

**Technology**

A third determinant of GDP is technology. The aggregate production function specifies that technology is a way of summarizing the relationship between the factors of production and GDP. A better technology means that the economy can generate more output from the same set of inputs. Exhibit 6.9 shows the implications of better technology for the aggregate production function: again holding the efficiency units of labor, \( H \), constant, the relationship between GDP and the physical capital stock shifts left. Therefore, for every level of the efficiency units of labor, a better technology implies that the economy will produce more GDP.

Our study of the aggregate production function thus clarifies why productivity depends on human capital, physical capital, and technology. Holding the total number of workers constant, greater human capital, a larger stock of physical capital, and better technology will all increase GDP. Because the total number of workers (and hours of work per worker) is constant, this also corresponds to an increase in productivity.

**Dimensions of Technology**

Technology, as we have defined it, is rather broad, and in fact has two very distinct components. The first is knowledge. Today, we know how to produce many new goods, such as smart phones and tablets, which were not available previously. In addition, this knowledge also enables us to perform certain tasks more efficiently. For example, when you use a computer for writing an essay or doing computations for a class, you are making use of the computing power, which comes from the knowledge that society has acquired and has applied to its production process. Part of this knowledge is in the human capital of the workers: workers today can perform a range of tasks more productively than their grandparents could. But an important part of this knowledge is embodied in the physical capital stock of firms: the computers that firms are using are part of the physical capital stock of the economy.

Nevertheless, there is also a sense in which technology is different from the physical capital stock of the economy. Your great-grandparents, however much they may have wished to pay for a computer, would not have been able to do so, because computers were not yet commercially sold. Your grandparents would have had to pay an enormous price for a computer with fewer capabilities than the one you are using now, and it would have likely been a...
A long-term trend of rather remarkable regularity in the development of computer microprocessors has been observed since 1965. It’s dubbed Moore’s Law after Intel co-founder Gordon Moore, who predicted in that year that the number of transistors on a chip would double approximately every 2 years. The number of transistors is a key determinant of how fast a computer processor is. So roughly speaking, Moore’s Law implies that computer processor power should double approximately every 2 years. So far, this seems to have been borne out by developments in computer technology, as illustrated in Exhibit 6.10. Several other measures of technological advances in computing have also behaved according to Moore’s Law. For example, the number of pixels in digital cameras and RAM storage capacity have also doubled every 2 years or so, while power consumption of computer nodes and hard disc storage costs appear to have been halved approximately every 2 years.

Naturally, there is nothing predetermined about the relationship between time and progress in technology that would make this into an actual “law.” This progress results from the investments of several companies in new computer technologies, which are in turn driven by the profitability of these investments. It also relies on government support for university and private research and on the ability of the United States and other advanced and developing nations to attract increasing numbers of young, talented students into science, engineering, and related fields. Things can change in the future, halting this rapid progress in technology. Fewer college students could choose to major in science and engineering in the future, or governments could decide to limit or even stop their support for private or university research, weakening incentives for further technological advances. Moreover, even without a major cutback in funding or a change in the profitability of research in this area, the rate of advance may slow down from its current breakneck pace. Nevertheless, the relationship so far has been very accurate and, assuming it continues in the years to come, the implications for lives are enormous.

Exhibit 6.10 Moore’s Law

Gordon Moore predicted in 1965 that the speed of computer processors would improve steadily. This has turned out to be a very accurate prediction, with the number of transistors packed in a computer chip doubling approximately every 2 years. This remarkable trend, which has come to be known as Moore’s Law, now symbolizes the sustained technological improvements of our era.

Advances in technology sometimes happen by chance, but more often, they result from the purposeful, optimizing decisions of economic agents.

Efficiency of production refers to the ability of an economy to produce the maximal amount of output from a given amount of factors of production and knowledge.

Efficiency of production and Productivity at the Company Level

Economist James Schmitz Jr. studied the experience of the iron ore industries in the United States and Canada in the face of competition from Brazilian producers. His findings provide a particularly clear illustration of how changes in the organization of firms can lead to improvements in the efficiency of production—or “technology”—and thus increase productivity significantly.

Schmitz documents that productivity—for example, measured as output of iron ore per hour—was constant since at least 1970 in the Canadian and the U.S. iron ore industries when they faced little foreign competition. In the early 1980s, however, Brazilian producers entered the U.S. market and started to deliver iron ore to Chicago and other central markets. Schmitz shows that in the course of the next decade, productivity in the U.S. and Canadian iron ore industries, which had been flat for a long time, doubled. He shows that this was not due to more intensive use of capital or materials, nor was it driven by the use of new production techniques. Rather, it resulted from a significant reorganization of production.

Iron ore production plants were heavily unionized—a fact that, according to Schmitz, prevented the plants from efficiently allocating labor across different tasks. For example, despite industry studies suggesting that there was an excess number of repair workers for a large variety of equipment, union contracts did not permit reduction in repair staff. Following the increase in competition, these work rules were changed, enabling a more productive use of labor. Schmitz provides a variety of additional evidence showing that these and other changes in work rules allowed a more flexible allocation of labor across tasks and therefore better utilization of equipment, resulting in the dramatic increase in productivity.
Greater $A$ corresponds to better technology and increases GDP for given levels of efficiency units of labor and physical capital stock, which shifts the aggregate production function left, as shown in Exhibit 6.9. But note that $A$ is not a factor of production. Although it designates the technology available to the economy, it does not correspond to an input that the producer can purchase in the marketplace.

Entrepreneurship

A particularly important reason why efficiency of production and productivity might differ across economies relates to entrepreneurship. As we discuss in greater detail in Chapter 8, various factors might influence whether the individuals with a comparative advantage for entrepreneurship become entrepreneurs. When they fail to do so, the efficiency of production of an economy is lower—in the same way as the mismatch between basketball players and economics teachers, though perhaps more importantly.

LETTING THE DATA SPEAK

Monopoly and GDP

When Mexico entered the North American Free Trade Agreement, NAFTA, with the United States in 1994, many economists predicted that Mexico’s economy would grow rapidly. But in the first 15 years after signing NAFTA, Mexico’s growth was much less than most analysts expected. Monopolies and barriers against the entry of new companies are just some of the reasons why the country has not achieved more significant growth.

Consider the telecommunications sector in Mexico, which was for a long time operated as a state monopoly. It subsequently was privatized, but turned into a private monopoly under the ownership of Carlos Slim, who has now become one of the richest people in the world. In contrast, the telecommunications sector in the United States is very competitive, with many firms competing in both wireless and broadband. The Mexican telecommunications sector not only charges higher prices than other countries but also invests less than other comparable countries, as shown in Exhibit 6.11. Removing monopolies and entry barriers that prevent the efficient allocation of resources is one important way of increasing GDP.

Monopolies and barriers against the entry of new companies often discourage investment and slow down technological progress. For example, Mexico, where the telecommunications sector is monopolized, invests in information and communication technology less than other countries with similar income per capita.


Exhibit 6.11 Underinvestment in Information and Communication Technology in Mexico Relative to Countries with Comparable Income

Monopolies and barriers against the entry of new companies often discourage investment and slow down technological progress. For example, Mexico, where the telecommunications sector is monopolized, invests in information and communication technology less than other countries with similar income per capita.
Evidence-Based Economics

Q: Why is the average American so much richer than the average Indian?

To understand the variation in productivity and income per worker between the United States and India (and other countries), it is useful to focus on three factors: human capital, physical capital, and technology. To see the relative importance of any one of these factors in explaining differences in income (GDP) per worker across countries, we can compare a country’s actual income per worker with what would be if the country had access to the same human capital, physical capital stock, or technology of another country. This is exactly what we do in Exhibit 6.12, specifically with technology.

Using data on education attainment (a key aspect of human capital) and employment, we calculate the efficiency units of labor. Column 3 records the average years of schooling per worker of each country. It shows that most countries have significantly lower levels of average schooling than the United States.

Then, using data on investment over several decades, we calculate the physical capital stock for each country. Column 4 shows the ratio of the physical capital stock per worker of each country relative to the physical capital stock per worker in the United States. Most countries have a significantly lower physical capital stock per worker than the United States (but there are also countries like Norway, not shown in the exhibit, that have higher levels than the United States).

Using estimates of the shape of the aggregate production function (we provide details of this estimation in the appendix to this chapter), we can then see how the efficiency units of labor and physical capital stock are translated into income per worker. Comparing these contributions of human capital and physical capital with actual income per worker (recorded in column 2 of Exhibit 6.12), we can then infer how much of a contribution technology makes to income per worker. Specifically, any GDP that cannot be accounted for by physical capital and labor, we assume to be accounted for by technology.

Given the estimates of the aggregate production function, we can now compute what the income level of all of these countries would have been if they had had access to exactly the same technology as the United States (using their actual efficiency units of labor and physical capital stock). This information is recorded in column 5 of the exhibit. The difference

<table>
<thead>
<tr>
<th>Country</th>
<th>Income per Worker in 2010</th>
<th>Average Years of Schooling</th>
<th>% of U.S. Physical Capital Stock per Worker in 2010</th>
<th>Income per Worker If Technology Were at U.S. Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>82,359</td>
<td>13.1</td>
<td>100.0</td>
<td>SAME</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>67,025</td>
<td>9.8</td>
<td>65.8</td>
<td>61,548</td>
</tr>
<tr>
<td>South Korea</td>
<td>54,315</td>
<td>11.8</td>
<td>87.7</td>
<td>74,496</td>
</tr>
<tr>
<td>Spain</td>
<td>54,539</td>
<td>10.4</td>
<td>83.9</td>
<td>68,684</td>
</tr>
<tr>
<td>Mexico</td>
<td>27,625</td>
<td>9.1</td>
<td>33.5</td>
<td>47,725</td>
</tr>
<tr>
<td>Brazil</td>
<td>15,975</td>
<td>7.5</td>
<td>16.9</td>
<td>35,045</td>
</tr>
<tr>
<td>China</td>
<td>12,961</td>
<td>8.2</td>
<td>14.9</td>
<td>34,881</td>
</tr>
<tr>
<td>India</td>
<td>9,010</td>
<td>5.1</td>
<td>8.9</td>
<td>24,071</td>
</tr>
<tr>
<td>Ghana</td>
<td>4,928</td>
<td>7.1</td>
<td>4.2</td>
<td>21,502</td>
</tr>
<tr>
<td>Afghanistan</td>
<td>3,980</td>
<td>4.2</td>
<td>3.7</td>
<td>16,818</td>
</tr>
<tr>
<td>Dem. Rep. of the Congo</td>
<td>628</td>
<td>3.5</td>
<td>0.8</td>
<td>9,625</td>
</tr>
</tbody>
</table>
between actual incomes and these hypothetical numbers illustrates the contribution of technology.

The exhibit reveals some powerful facts. Consistent with the patterns we have already seen in Exhibits 6.1–6.3, income per worker in the United States is about 9 times that in India (82,359/9,010 \(\approx 9\)). We also see that Indians have average years of schooling of 5.1 compared to 13.1 in the United States and that the physical capital stock per worker in India is about 9 percent of that of the United States.

So how much would a typical Indian worker produce with this amount of human capital and physical capital if he, hypothetically, had access to the U.S. level of technology?

Column 5 shows that the answer is $24,071. This implies that the hypothetical income per Indian worker if India’s technology were at the U.S. level is nearly 3 times as much as its current income per worker: 24,071/9,010 = 2.7, suggesting a sizable impact of technology differences. If, in addition, India also increased its human capital and physical capital per worker to U.S. levels, it would increase its income per worker to the U.S. level. (This is by construction: if India has the same level of human capital and physical capital per worker, and the same technology as the U.S., it would have the same income per worker as the U.S.). In the Indian case this would correspond to an increase by another 3\(\frac{1}{2}\) times (82,359/24,071 \(\approx 3.5\)).

Recall, however, that the technology differences that appear so important (roughly as important as total efficiency units of labor and physical capital combined) are not just differences in the knowledge available to the economy and to firms for production. They also reflect differences in the efficiency of production, as our example of economics professors and basketball players illustrated, and if there is any mismeasurement in factors of production, this will appear as technology differences. For example, in practice, human capital across countries differs not only because of average years of schooling but also because of major differences in the quality of schooling. If rich countries have a systematically higher quality of schooling, our methodology can lead to exaggerated technology differences.
Summary

Income per capita, defined as aggregate income or gross domestic product (GDP) divided by total population, varies greatly across countries, with some nations such as the United States and Norway having more than 40 times the income per capita of some other nations such as Afghanistan, Niger, and the Democratic Republic of Congo.

Income (or GDP) per capita across countries can be compared using exchange-rate-based measures, which rely on current exchange rates, or purchasing power parity-based measures, which compare estimates of the cost of the representative bundle of commodities in each country. The latter tends to be more reliable as it more appropriately captures differences in relative prices across countries, and is not subject to fluctuations resulting from changes in exchange rates. Though income per capita omits a wealth of other important information about a country (health, schooling, inequality, and poverty), it provides a good summary of prosperity and is typically correlated with higher life expectancy, greater schooling, and lower poverty.

The aggregate production function links the GDP of a nation to its total efficiency units of labor, physical capital stock, technology, and efficiency of production. Greater efficiency units of labor and physical capital, as well as better technology and efficiency of production, increase GDP.

Though the total efficiency units of labor and physical capital stock matter a great deal for GDP, the most important determinant of cross-country differences in income (or GDP) per worker appears to be differences in technology and the efficiency of production.
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Questions

Select questions are available in MyEconLab for practice and instructor assignment.

1. Suppose you are comparing the income per capita in the United States and Ghana. You first convert the values into U.S. dollars using the current exchange rate between the U.S. dollar and the Ghanaian cedi. You also convert both values to U.S. dollars using the purchasing power parity-adjusted exchange rate. Which measure is likely to give you a more accurate picture of the living standards in both countries? Explain your answer.

2. What are the disadvantages of using Big Macs to measure purchasing power parity?

3. Suppose that country A has higher income per capita than country B. Explain why this does not imply that most citizens of country A have higher income than most citizens of country B. Try to construct an example in which both countries have 10 citizens to demonstrate this point.

4. A country with a higher GDP must have a GDP per capita that is higher than that of a country with a lower GDP. Is this statement true or false?

5. What is the correlation between income per capita and welfare measures like absolute poverty and life expectancy? What does this suggest about income per capita as a measure of welfare?

6. Suppose that there are two factors of production—physical capital and labor. Given the amount of physical capital stock, explain how additional output produced depends on the existing level of employment.

7. What is productivity? Why does it vary across countries?

8. What are the two components of technology?

9. What are factors of production? What does the aggregate production function describe?

Problems

Select problems are available in MyEconLab for practice and instructor assignment. Problems marked update with real-time data.

1. You read a newspaper report that compares wages paid to employees at Starbucks in India and in the United Kingdom. At the time, 1 pound was equal to 87 rupees. The report says that Starbucks baristas in India are paid a mere 56 pence an hour, which is lower than the cheapest coffee that Starbucks sells in the United Kingdom. A friend of yours who read the report is appalled by this information and thinks that Starbucks ought to raise its salaries substantially in India. Is your friend necessarily correct? Explain your answer.

2. The following table lists 2012 GDP per capita for four countries. The data are given in the national currencies of the countries. It also lists the price of a Big Mac burger in local currency in each country in 2012.

<table>
<thead>
<tr>
<th>Country</th>
<th>2012 GDP per Capita</th>
<th>2012 Big Mac Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Norway (kroner)</td>
<td>579,162</td>
<td>41 kroner</td>
</tr>
<tr>
<td>Poland (zlote)</td>
<td>41,398</td>
<td>9.1 zlotes</td>
</tr>
<tr>
<td>Turkey (Turkish lira)</td>
<td>19,580</td>
<td>6.6 Turkish lira</td>
</tr>
<tr>
<td>United Kingdom (pound)</td>
<td>24,740</td>
<td>2.49 pounds</td>
</tr>
</tbody>
</table>

Source for GDP: UNECE Statistical Database, compiled from national and international (CIS, EUROSTAT, IMF, OECD) official sources.
Source for Big Mac Prices: http://bigmacindex.org/2012-big-mac-index.html

The price of a Big Mac in the United States in 2012 was $4.20.
Using the Big Mac burger as a representative commodity common to the countries, calculate the purchasing power parity (PPP)-adjustment factor for each country, and then the PPP level of per capita GDP in each country.

3. Let us use what we have learned in the first part of the chapter to compare living standards in the United States and a hypothetical country, Arctica, in 2008.
   a. The U.S. GDP in 2008 was approximately 14 trillion dollars and the U.S. population was approximately 300 million. What was the per capita GDP in the United States in 2008?
   b. Suppose that in the local currency, Argonian dollars, Argonia’s GDP in 2008 was 1 trillion, and its population was 10 million. What was Argonia’s GDP per capita in Argonian dollars? What problems do you foresee in comparing this number to the U.S. GDP per capita in U.S. dollars computed in part a?
   c. The Argonian dollar/U.S. dollar exchange rate was equal to 6 on January 1, 2008 (meaning that 1 U.S. dollar is worth 6 Argonian dollars) and reached 9 on August 1, 2008. Compute an exchange-rate-based measure of the GDP per capita in Argonia in U.S. dollars on these two dates. Do you think the change in Argonia’s exchange-rate-based measure of GDP per capita between these two dates reflects a true change in living standards?
   d. McDonald’s has a thriving business in Argonia and sold a Big Mac for 7 Argonian dollars in 2008, while at the same time, a Big Mac sold for $3.50 in the United States. Using this information, provide an alternative estimate of GDP per capita in Argonia. Would you trust this estimate better than the one based on exchange rates? Why or why not?

4. Suppose you are given the following information for the country Lusitania:

\[
\begin{array}{|c|}
\hline
\text{2011} \\
\hline
\text{Population; total in Lusitania} & 190 \text{ million} \\
\text{Employment} & 80 \text{ million} \\
\text{Gross Domestic Product (GDP)} & 2,476 \text{ billion U.S. dollars} \\
\hline
\end{array}
\]

a. What is the income per capita in Lusitania?
b. What is the income per worker in Lusitania?
The following table gives you the same information for the country Arctica.

\[
\begin{array}{|c|}
\hline
\text{2011} \\
\hline
\text{Population; total in Arctica} & 80 \text{ million} \\
\text{Employment} & 40 \text{ million} \\
\text{Gross Domestic Product (GDP)} & 3,600 \text{ billion U.S. dollars} \\
\hline
\end{array}
\]
c. What is the income per capita in Arctica?
d. What is the income per worker in Arctica?

5. Suppose that the GDP in current dollars for Polonia is higher than Ruritania’s GDP. However, using purchasing power parity-adjusted dollars, Ruritania’s GDP is higher than Polonia’s GDP. Based on this information, what would you conclude about living standards in Polonia and Ruritania?

6. In 2011, China revised its poverty line upward to 2,300 yuan per year, or 6.3 yuan per day. At the prevailing exchange rate, this was equal to a little less than a single U.S. dollar. Some commentators felt that China’s poverty line fell short of the World Bank’s poverty line of $1.25 per day, in 2005 purchasing power parity (PPP) U.S. dollars. Would you agree? What other information would you need to evaluate this claim?

7. In this question, we will use what you learned in the second part of the chapter to compare the performance of an economy in two different time periods, as its physical capital stock and efficiency units of labor change.
   a. Suppose that from period 1 to period 2, the unemployment rate in the economy increases. Everything else remains unchanged. What happens to the total efficiency units of labor? Express your results formally as an inequality, using the formula for total efficiency units of labor presented in the chapter (in particular, recall that total efficiency units of labor in two periods can be written as $H_2 = L_2 \times h_2$ and $H_1 = L_1 \times h_1$; where $L$ is the total number of employed workers).
   b. What are the consequences of this increase in unemployment for GDP? Express your results formally as an inequality, using the aggregate production function presented in the chapter.
   c. What are the consequences for GDP per capita and GDP per worker?
   d. Suppose that there is a technological advance from period 1 to period 2 but, at the same time, a decrease in physical capital stock. Can you say whether GDP will increase or decrease? Why or why not?

8. The following table shows the change in GDP in Lithasia with changes in efficiency units of human capital.

<table>
<thead>
<tr>
<th>GDP (in Millions of Dollars)</th>
<th>Stock of Physical Capital (Units)</th>
<th>Efficiency Units of Labor</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>15,000</td>
<td>16,000</td>
</tr>
<tr>
<td>150</td>
<td>15,000</td>
<td>20,000</td>
</tr>
<tr>
<td>180</td>
<td>15,000</td>
<td>24,000</td>
</tr>
<tr>
<td>200</td>
<td>15,000</td>
<td>28,000</td>
</tr>
<tr>
<td>210</td>
<td>15,000</td>
<td>32,000</td>
</tr>
</tbody>
</table>

Based on the given information, would Arctica be considered more productive than Lusitania? Explain your answer.

b. How would you use the information given in both these tables to compare living standards in Lusitania and Arctica?
a. Comment on the rate of change in GDP as the economy uses more efficiency units of labor.

b. How would the aggregate production function of this economy look if GDP is measured along the vertical axis and efficiency units of labor on the horizontal axis?

c. What explains the shape of this aggregate production function?


9. The old Soviet Union devoted enormous resources exclusively to increasing its physical capital stock, and yet eventually the increase in the country’s GDP came to an end. Based on the discussion in the chapter, explain why this was inevitable.

10. The following table provides data for sources of economic growth over time. This data shows that the real GDP, at constant 2005 national prices, is higher in China than India in 2010 and 2011. How do the variables given below explain the real GDP differences between China and India?

<table>
<thead>
<tr>
<th>Year</th>
<th>Real GDP (in Billions of U.S. dollars)</th>
<th>Capital stock at 2005 constant national prices (in Billions of U.S. dollars)</th>
<th>Index of human capital per person, based on years of schooling</th>
<th>TFP at constant national prices (2005 = 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>11,504</td>
<td>4,180</td>
<td>2.6</td>
<td>1.2</td>
</tr>
<tr>
<td>2011</td>
<td>12,563</td>
<td>4,467</td>
<td>2.6</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Source: Data from Penn World Table; Alan Heston, Robert Summers and Bettina Aten, Penn World Table Version 7.1, Center for International Comparisons of Production, Income and Prices at the University of Pennsylvania (Nov 2012).

11. Suppose the level of total efficiency units of labor is fixed. Plot the aggregate production function with physical capital stock (K) on the horizontal axis. Identify any two points as the initial amount of physical capital stock and the corresponding output. An earthquake destroys a certain amount of physical capital stock. Show what happens to K and the output in your graph.

12. First Japan, then Korea, and now China have managed to grow very rapidly without devoting many resources to research and development (R&D). Given the importance noted in the text of technological advance as an engine of growth, this seems to be a contradiction. Explain how rapid growth in these countries (and others as well) could have been achieved without a substantial R&D commitment on their part.

13. The production function is given as: \( Y = A \times F(K,H) = A \times K^{1/3} \times H^{2/3} \), where \( H = L \times h \). Country Bigg’s technology and labor force are twice the size of country Smala’s. However, Smala has a greater physical capital stock, three times that of Bigg’s. Which country has a higher GDP, Bigg or Smala? Given the labor force, how can Smala increase \( H \)?
Appendix

The Mathematics of Aggregate Production Functions

How did we compute, in Exhibit 6.12, what the average income per worker in India would have been if India had access to the U.S. level of technology?

We worked with the aggregate production function \( Y = A \times F(K,H) \) using the following form, which is often estimated as an empirical approximation to data:

\[
Y = A \times F(K,H) = A \times K^{1/3} \times H^{2/3}.
\]

It is referred to as a Cobb-Douglas function and has several attractive features. For one, the coefficients to which \( K \) and \( H \) are raised add up to 1 (\( 1/3 + 2/3 = 1 \)). This ensures that the production function exhibits constant returns to scale: that is, increasing \( K \) and \( H \) by 1 percent would lead to a 1 percent increase in \( Y \). Moreover, this functional form is consistent with the empirical fact that, roughly speaking, about two-thirds of national income goes to labor and one-third to physical capital.

Let us now divide both sides of the above equation by the total number of workers in the economy, \( L \), to obtain:

\[
Y \times \frac{1}{L} = A \times K^{1/3} \times H^{2/3} \times \frac{1}{L}.
\]

This can be rewritten as:

\[
y = \frac{Y}{L} = A \times K^{1/3} \times H^{2/3} \times \frac{1}{L^{1/3} \times L^{2/3}},
\]

where \( y \) is income per worker, or GDP divided by the number of workers in the economy. The last term simply rewrites \( 1/L \) differently to derive the next equation.

Now rearranging the previous equation, we obtain

\[
y = A \times \left( \frac{K}{L} \right)^{1/3} \times \left( \frac{H}{L} \right)^{2/3}.
\]

Finally, recalling that \( H = L \times h \), this can be rewritten as

\[
y = A \times \left( \frac{K}{L} \right)^{1/3} \times h^{2/3}.
\]

Stated differently:

\[
\text{GDP per worker} = \text{Technology} \times (\text{Capital per worker})^{1/3} \times (\text{Human capital per worker})^{2/3}.
\]

This derivation also shows why there is a very tight relationship between cross-country differences in GDP per worker and cross-country differences in productivity. For simplicity, assuming that each worker works the same number of hours in every country, the left-hand side of this equation is also GDP per hour worked and thus the productivity of a country. The equation therefore demonstrates that productivity is determined by the three ingredients we have emphasized in the text: technology, physical capital, and human capital.

We next use data on GDP per worker together with data on the physical capital stock (\( K \)), or physical capital per worker, and data on human capital per worker (\( h \)). Data on GDP are available from various sources (with original information coming from national income accounts). These sources also provide information on investment, which we can use to compute physical capital stocks. Finally, we can compute human capital differences across nations from differences in average years of schooling. In particular, we know how much more a worker with one more year of schooling earns. We can use this information to create an index, \( h \)—on the basis of differences in average years of schooling—that captures differences in human capital across nations. For example, say college graduate workers...
will typically have 16 years of schooling and earn twice as much as workers with 6 years of schooling. Then if we set $h = 1$ for a country with 6 years of schooling on average, we would have $h = 2$ for a country with 16 years of schooling on average.

Now let us start by computing the technology for the United States, denoted by $A_{US}$. Using the previous equation, we arrive at:

$$A_{US} = \frac{y_{US}}{\left(\frac{K_{US}}{L_{US}}\right)^{1/3} \times h_{US}^{2/3}}$$

As we have seen, the U.S. GDP per worker is given by

$$y_{US} = A_{US} \times \left(\frac{K_{US}}{L_{US}}\right)^{1/3} \times h_{US}^{2/3}.$$  

The expression above is obtained simply by rearranging this.

In the same fashion, we can find the contribution of technology to the GDP of India, which is $A_{INDIA}$:

$$A_{INDIA} = \frac{y_{INDIA}}{\left(\frac{K_{INDIA}}{L_{INDIA}}\right)^{1/3} \times h_{INDIA}^{2/3}}.$$  

We can then ask how the GDP of India would be different if instead of $A_{INDIA}$ we used $A_{US}$ in the preceding expression. We can calculate the hypothetical GDP per worker of India in the situation in which India has the same technology term, $A_{US}$, as the United States:

$$y_{INDIA \ with \ US \ technology} = A_{US} \times \left(\frac{K_{INDIA}}{L_{INDIA}}\right)^{1/3} \times h_{INDIA}^{2/3}.$$  

Using our estimates of $A_{US}$, $K_{INDIA}$, $L_{INDIA}$, $h_{INDIA}$, for example, we can compute the hypothetical GDP per worker of India, if India were able to use American technology, as $24,071$. In the same way, we can plug in the U.S. technology terms into the aggregate production function of any country, which enables us to do the rest of the computations in Exhibit 6.12.
The United States was not always as prosperous as it is today. Its (real) GDP per capita today is about 25 times what it was in 1820. At that time, only a small fraction of the population lived in cities; most people worked in agriculture. People could not even imagine, let alone have access to, many of the goods, services, and technologies that we take for granted, including radio, television, indoor plumbing, shopping malls, cars, planes, or even trains.

The United States and several other countries have vastly increased their GDP (income) per capita over the last 200 years, developing new goods, services, and technologies. We call this process economic growth. The key questions we address in this chapter are how and why the United States and several other countries have managed to achieve such notable economic growth over the past two centuries.
KEY IDEAS

- Economic growth measures how much (real) GDP per capita grows over time.
- Today’s high levels of GDP per capita in many nations are a result of rapid economic growth over the last two centuries.
- Sustained economic growth relies on technological progress.
- There are sizable differences in the historical growth rates of different economies, which are largely responsible for their differences in the levels of GDP per capita.
- Economic growth is a powerful tool for poverty reduction.

7.1 The Power of Economic Growth

We saw in Chapter 6 how aggregate incomes (GDP) are determined. We can now start using these ideas to understand why several countries, including the United States, have managed to become so much richer over the past 200 years and in the process, gain a new perspective on the differences across countries that we documented in the previous chapter. Throughout this chapter, by GDP we refer to real GDP which uses market prices from a specific base year (in this chapter generally 2005) to express the value of production in the economy, as we discussed in Chapter 5.

Exhibit 7.1 GDP per Capita in the United States (2005 Constant Dollars)

The growth of GDP per capita in the United States has been relatively steady and sustained, except during the Great Depression and its aftermath. Note that the vertical axis has a proportional scale so that the vertical distance between 500 and 2,500 is the same as that between 2,500 and 12,500.

A First Look at U.S. Growth

As a first step, Exhibit 7.1 depicts GDP per capita in the United States over the past 200 years. In Chapter 6, we adjusted incomes in terms of the cost of a given basket of commodities in order to compare them meaningfully across countries. Similarly, we saw in Chapter 5 how to make a similar adjustment for inflation to obtain real GDP (or real income), which can be meaningfully compared over time. Recall that this involves adjusting GDP or incomes according to a base-year dollar value, which we call constant dollars. This is what we do in this chapter also. Exhibit 7.1, for example, plots the level of GDP per capita in the United States in 2005 constant dollars, so the income for the year 1967, for example, is expressed as what it would be equal to in year 2005 dollars.

Exhibit 7.1 clearly illustrates the economic growth in the U.S. economy between 1820 and 2012. Economic growth, or simply growth, refers to the increase in GDP per capita of an economy. The exhibit shows this type of economic growth and a marked increase in GDP per capita in the U.S. economy over the last 200 years, though the increase is not entirely steady and there are some jagged movements, corresponding to economic fluctuations. One of these stands out: the Great Depression, which started in 1929 and recorded a major contraction in U.S. GDP per capita. Despite its importance and its impact on the lives of millions, the Great Depression was a temporary event—sustained and steady growth of GDP per capita characterizes the U.S. economy both before and after it. In this chapter, we focus on such longer-run movements, returning to economic fluctuations like the Great Depression in subsequent chapters.

As a result of the continued economic growth depicted in Exhibit 7.1, U.S. GDP per capita and standards of living are much higher today than they were in 1820. For example, GDP per capita has increased from $1,858 in 1820 to $13,056 in 1950 and to $45,336 in 2012 (all numbers in 2005 constant dollars). (Notice that the vertical axis of this exhibit has a proportional scale, similar to those we have used in several exhibits in Chapters 5 and 6, and ensures that the distance between $500 and $2,500 is the same as that between $2,500 and $12,500. We explain why this is a good way of presenting the data shortly.)

Let us first specify the measurement of growth in a little more detail. A growth rate is defined as the change in a quantity—here, GDP per capita—between two dates, relative to the baseline (beginning of period) quantity. Let’s choose two dates, say \( t \) and \( t+1 \), and denote GDP per capita in these two dates by \( y_t \) and \( y_{t+1} \), respectively. Then the growth rate of GDP per capita between these two dates is defined as

\[
\text{Growth}_{t,t+1} = \frac{y_{t+1} - y_t}{y_t}
\]

Let us focus on annual differences, so that, for example, \( t \) and \( t+1 \) correspond to the years 2005 and 2006, respectively. The U.S. economy had GDP per capita of $42,482 in 2005 and $43,215 in 2006, so the growth rate between 2005 and 2006 can be computed as

\[
\text{Growth}_{2005,2006} = \frac{43,215 - 42,482}{42,482} = 0.017
\]

(or equivalently, \( 0.017 \times 100 = 1.7\% \)). Using this formula, we can compute growth rates of GDP for any country.

Exhibit 7.2 depicts the annual growth rate of GDP per capita of the U.S. economy between 1950 and 2012, which is computed using this formula. It shows that the average growth rate is positive, at approximately 2.03 percent, but economic fluctuations are also visible here, including the one starting in 2008, the “Great Recession” which we discuss in greater detail in Chapter 12.

Exponential Growth

Central to our discussion of economic growth is the idea of exponential growth, which refers to the process by which a quantity grows at an approximately constant growth rate. This results because the increase in the value of a variable \( (y_{t+1} - y_t) \) in terms of the above equation is proportional to its current value \( y_t \) in terms of the above equation. As we will next see, exponential growth results because new growth builds on past growth and its...
effects compound. This implies that relatively modest differences in growth rates translate into large differences in the level of a quantity after many years of growing.

The exponential nature of economic growth is one of the major reasons why there are such large differences in GDP per capita across countries like the ones we saw in the previous chapter.

To understand both exponential growth and its implications, consider a simple example, where a variable $Y_t$ starts out with the value 1 in the year 2000 and has a constant growth rate of 5 percent (0.05) in subsequent years. What will be the value of this variable in the year 2015? A first guess might be obtained by adding the increment of $1 \times 0.05 = 0.05$ to the base value 15 times (once for every year between 2000 and 2015). This would give us an increase of $15 \times 0.05 = 0.75$, thus producing the value $Y_{2015} = 1.75$.

But this is not a correct depiction of how growth takes place because the power of compounding has to be factored in. Let's see why this is so by starting with 2001. With a growth rate of 5 percent, we will have $Y_{2001} = 1.05$. What about in 2002? The key here is that the additional 5 percent growth between 2001 and 2002 will start from 1.05—not from the initial level of 1.00. Hence, we will have $Y_{2002} = 1.05 \times 1.05 = 1.1025$. Similarly, $Y_{2003} = 1.1025 \times 1.05 = 1.1576$, and by continuing like this, we obtain $Y_{2015} = 2.0789$.

The reason why this number is greater than the naive guess of 1.75 is because of compounding, the root cause of exponential growth. Exponential growth results because current growth builds on past growth. For example, to obtain $Y_{2003}$ we started from the level at 2002, $Y_{2002} = 1.1025$, and built on it, so the incremental growth between 2002 and 2003 was more than 0.05.

One implication of exponential growth is that to depict variables that have exponential growth (approximately constant growth rates), it is much more convenient to use an axis with a proportional scale, like the vertical axis in Exhibit 7.1. This is intuitive: a 10 percent growth rate starting from a base of 1,000 will take us to 1,100, but if we had started with 100,000, it would have taken us to 110,000. The increment is very different in two cases (100 vs. 10,000), but it is the same as a proportion of the base value—10 percent. As a result, it is more instructive to show this change on a proportional scale where the 10 percent growth corresponds to the same distance on the vertical axis regardless of whether we start from a base of 1,000 or 100,000. Exhibit 7.3, on the other hand, shows how Exhibit 7.1 would look if we were to use the usual nonproportional scale. You can see that this exhibit creates a misleading impression that GDP per capita in the United States was accelerating, whereas with a proportional scale in Exhibit 7.1, we can clearly distinguish the approximately constant rate of growth of U.S. GDP per capita.

To see the power of exponential growth on economic growth, consider two countries with the same level of GDP per capita in 1810, say $1,000 (in 2005 constant U.S. dollars). Furthermore, suppose that growth is exponential and, in particular, that GDP per capita in one of these countries grows at 2 percent per year while in the other one it grows at just 1 percent. At first glance, this difference seems small. And it is true that such a difference in growth will have only small implications over one or two years.
The Power of Growth

You have two choices. You can either start a job with a salary of $1,000 per month and a 6 percent increase in your salary every month. Or you can start with a salary of $2,000, but never get a raise. Which one of these two options do you prefer?

The answer might naturally vary from person to person. If you have an immediate need for money, you may be attracted by the prospect of a $2,000 paycheck. But before you rush to sign on the dotted line for the $2,000-per-month job, think of the implications of the 6 percent monthly increase. With a 6 percent-per-month increase, your monthly salary will already exceed $2,000 after only a year. After 4 years, it will be approximately $16,400 a month. So if you were thinking of staying in this job for more than a year, starting with a lower salary might be a much better idea.

The first option is attractive, at least for those of you intending to stay with it for a while, precisely because of exponential growth. The 6-percent-per-month increases in salary do not apply to the base salary (if they did, this would have increased your salary by $60 every month). Rather, they compound, meaning that each 6 percent applies to the amount that has accumulated up to that point. Thus after 1 month, your salary will be $1,060. After 2 months, it is $1,060 \times 1.06 = $1,123.60. After 3 months, it is $1,123.60 \times 1.06 = $1,191.02, and so on. We will next see that exponential growth plays the same role in countries’ growth trajectories as in your potential income in these two hypothetical jobs.

Exhibit 7.3 GDP per Capita in the United States with a Nonproportional Scale (2005 Constant Dollars)


But the implications of this difference 200 years later will be quite impressive. The country growing at 1 percent per year will achieve GDP per capita of approximately $7,316 in 2010. In contrast, because of the exponential nature of growth, the country growing at 2 percent per year over the same period will reach a GDP per capita of $52,485. Thus, there will be a more than sevenfold difference between these two countries resulting from “just” a 1 percent difference in growth rates.

If instead of 1 percent growth per year, the second country had no growth (that is, 0 percent growth rate), then it would remain at the same level of GDP per capita, $1,000, in 2010.
The gap between the two countries, in this case, would be a truly striking fifty-two-fold! This example again illustrates the power of exponential growth—or, in this case, the lack thereof.

**Patterns of Growth**

Exponential growth is largely responsible for how the large differences in GDP per capita that we observe today (and discussed in the previous chapter) emerged over time. The nations that are relatively rich today have grown steadily over the past 200 years, whereas those that are poor have failed to do so.

To see these effects of economic growth on economies in the real world, we now turn to Exhibit 7.4, which shows the patterns of growth in GDP per capita across a number of countries between 1960 and 2010 (in PPP-adjusted 2005 constant dollars, where PPP again stands for “purchasing power parity”). The third column of the exhibit summarizes growth between 1960 and 2010. Instead of showing the growth rate between these two dates using the formula we described above, this column provides the *implied* annual growth rate, which shows how much on average each country needed to grow each year to reach the 2010 level starting with the 1960 number. (Exactly how this number is computed is explained in the appendix to this chapter.)

What do these comparisons tell us? For one thing, we see that GDP per capita has increased significantly in the United States, the United Kingdom, and France; the growth rates in the last column confirm this. For example, both the United States and the United Kingdom show an average annual growth rate of about 2 percent between 1960 and 2010.

The exhibit also tells us that there has been an even greater increase in GDP per capita and correspondingly higher growth rates for Singapore, Spain, South Korea, Botswana, and China. All five of these countries were significantly poorer than the United States in 1960, but they closed some or almost all the gap with the United States by 2010. Such success is reflected in the higher growth rates for these countries. For example, the average annual growth rates of GDP per capita in Botswana, South Korea, and Singapore during this period were above 5 percent, and China’s was 4.72 percent.

The exhibit also shows other countries that have *not* closed the gap between themselves and richer countries, or have done so only to a limited extent. These nations include Mexico, Brazil, and India, which show similar or only slightly higher growth rates than the United States. Guatemala, Kenya, Ghana, Rwanda, and Haiti had even lower growth rates than the United States over this time period and thus have become relatively poorer. In fact, we see from the data in this exhibit that GDP per capita in Kenya has essentially been stagnant over this almost 50-year period, and GDP per capita in Haiti has declined at the rate of 0.14 percent a year. As a result, Haiti was much poorer at the end of 2010 than it was in 1960. Things have only gotten worse for Haiti since its devastating earthquake in 2010, which not only killed over 200,000 Haitians but also destroyed the country’s already crumbling infrastructure.

How has GDP per capita evolved in these countries relative to the United States? Exhibit 7.5 illustrates this by taking some of the countries from Exhibit 7.4 and plotting their levels of GDP per capita divided by GDP per capita in the United States, all in PPP-adjusted 2005 constant dollars.

The overall patterns are consistent with those shown in Exhibit 7.4, but the growth of these economies over time also reveals some interesting facts. For example, GDP per capita in the United Kingdom has remained at about 70 to 80 percent of the GDP per capita of the United States since the 1950s. Spain and South Korea showed early spurts of rapid growth, even though they started with very different income levels at the beginning of the period. By the 1980s, both countries had closed much of the gap between themselves and the
7.2 GDP per capita in 2010 is determined both by GDP per capita in 1960 and the average annual growth rate of GDP per capita in between these two years. We see how Botswana is much richer than Kenya and Ghana today, even though Botswana started out poorer, because Botswana grew on average at 5.47 percent while the average annual growth was only 0.40 percent for Kenya and 0.98 percent for Ghana. For the same reasons, today South Korea is richer than Brazil and Singapore is richer than Spain.

Source: Data from Penn World Table; Alan Heston, Robert Summers, and Bettina Aten, Penn World Table Version 7.1, Center for International Comparisons of Production, Income and Prices at the University of Pennsylvania (Nov 2012).

### Exhibit 7.4 GDP per Capita and Growth in Selected Countries (PPP-adjusted 2005 Constant Dollars)

<table>
<thead>
<tr>
<th>GDP per Capita</th>
<th>Implied (Average) Annual Growth (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1960</td>
</tr>
<tr>
<td>United States</td>
<td>15,398</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>11,204</td>
</tr>
<tr>
<td>France</td>
<td>10,212</td>
</tr>
<tr>
<td>Spain</td>
<td>6,316</td>
</tr>
<tr>
<td>Mexico</td>
<td>4,914</td>
</tr>
<tr>
<td>Singapore</td>
<td>4,383</td>
</tr>
<tr>
<td>Guatemala</td>
<td>2,930</td>
</tr>
<tr>
<td>Brazil</td>
<td>2,483</td>
</tr>
<tr>
<td>South Korea</td>
<td>1,656</td>
</tr>
<tr>
<td>Haiti</td>
<td>1,513</td>
</tr>
<tr>
<td>Ghana</td>
<td>1,286</td>
</tr>
<tr>
<td>Kenya</td>
<td>1,020</td>
</tr>
<tr>
<td>China</td>
<td>772</td>
</tr>
<tr>
<td>Rwanda</td>
<td>760</td>
</tr>
<tr>
<td>India</td>
<td>720</td>
</tr>
<tr>
<td>Dem. Rep. of the Congo</td>
<td>696</td>
</tr>
<tr>
<td>Botswana</td>
<td>674</td>
</tr>
</tbody>
</table>

7.3 United States, though they both also show periods of relative decline. Brazil also experienced relatively rapid growth in the 1950s and 1960s, closing some of the gap with the United States. But around 1980, this process went into reverse, and by 2010, GDP per capita in Brazil was about 20 percent of the GDP per capita of the United States—not much above where it started, in relative terms, in the 1950s. Finally, although there was a huge gap between the United States and China during the communist dictatorship of Mao Tsetung (Mao Zedong), this gap started narrowing rapidly following Mao’s death in 1976 and the opening of the Chinese economy in 1978.

### Exhibit 7.5 GDP per Capita of Selected Countries Divided by GDP per Capita of the United States (PPP-adjusted 2005 Constant Dollars)

Plotting the evolution of GDP per capita in selected countries relative to GDP per capita in the United States shows how countries such as South Korea and China have been catching up with the United States relatively steadily, while Mexico and Brazil have not.

Source: Data from Penn World Table; Alan Heston, Robert Summers, and Bettina Aten, Penn World Table Version 7.1, Center for International Comparisons of Production, Income and Prices at the University of Pennsylvania (Nov 2012).
Is China now poorer relative to the United States than it was in 1980? We saw in Exhibit 7.5 how Chinese GDP per capita relative to that of the United States has increased greatly over the past 30 years. Yet now consider Exhibit 7.6, which plots GDP per capita in China and the United States since 1950. This picture creates the impression that the gap between the United States and China is opening up and that China is becoming relatively poorer. This is not the case, however. In fact, trying to decide whether China is becoming poorer or richer compared to the United States from a figure such as Exhibit 7.6 is an example of a common error: comparing levels of variables exhibiting exponential growth. You will have noticed that precisely to avoid this type of fallacy, in Exhibit 7.5 we do not simply plot the GDP per capita levels of different countries; rather, we look at these levels divided by GDP per capita in the United States. By doing so, we directly examine the ratio between GDP in the given country and in the United States.

To see the advantage of this procedure, consider two hypothetical countries. Say that the first one is twice as rich as the second and has GDP per capita of $20,000, while the second has GDP per capita of $10,000. Now suppose that they both grow by 10 percent. The first country will then have GDP per capita of $22,000 and the second one will have GDP per capita of $11,000. The ratio between the two has not changed, but the absolute gap in incomes has increased by $1,000. Thus, comparing levels of GDP is not enlightening when there is exponential growth. In the presence of exponential growth, when relative GDP remains stable, absolute gaps will increase. For this reason, looking at ratios is the right thing to do in Exhibit 7.5. It is an oft-repeated error to compare levels of variables exhibiting exponential growth such as GDP or investment rather than ratios.

To convey a more complete picture of growth patterns over the last 50 years, Exhibit 7.7 shows a graph of the growth rates of all countries for which we have data between 1960 and 2010. It shows that there is a wide range of growth rates. Some countries, such as Haiti and the Democratic Republic of Congo, have grown at negative rates during this period, while others, such as South Korea and Singapore, have achieved very high growth rates.

Using historical data, we can compare growth across countries even further back in time than 1960. To show these growth patterns in a simple way, Exhibit 7.8 lists levels of GDP per capita for several countries (in PPP-adjusted 1990 constant dollars) in 1820, 1870, 1920, 1970, and 2010 and their annual growth rates between 1820 and 2010 and between 1920 and 2010. We see that income levels are not all that different across countries in 1820. For example, the United States was only about twice as rich as Mexico (U.S. GDP per capita...
of $1.361 vs. Mexico’s $627). But by 2010, there was a sizable gap between these two countries, which can be accounted for by their different growth rates. The average growth rate of the United States between 1820 and 2010 was 1.65 percent a year, while Mexico grew at an average rate of only 1.33 percent a year. The contrast between the United States and India is even starker. India started out with a little less than half of the GDP per capita of the United States in 1820. But by 2010, the gap was nearly tenfold. Once again, this is a direct consequence of the difference in the two countries’ growth rates in GDP per capita.

This exhibit also shows that in 1820, the United Kingdom was significantly richer than the United States. Yet by 2010, the United States was about 30 percent richer than the United Kingdom. This change is because of differences in growth rates: while the United States grew at 1.65 percent a year, the United Kingdom grew at only 1.29 percent a year. This relatively small difference in growth rates was sufficient for the United States to overtake the United Kingdom and become about 30 percent richer by 2010. We can also see from this exhibit how several other countries, including Spain, South Korea, and China, became poorer relative to the United States by 1970. Yet it also shows that these countries grew faster than the United States over the past 40 years, closing the gap that had opened up previously. Part of this growth is what we call **catch-up growth**, meaning that these nations are catching up with the income and technology leader of the world, in this case the United States. Countries undergoing catch-up growth do so mostly by benefiting from available technologies, but also by increasing their saving, efficiency units of labor, and efficiency of production. Catch-up growth is very important in practice, though as the examples of slow growth and stagnation in Exhibit 7.8 demonstrate, it is far from automatic. In the next chapter, we discuss in greater detail why many countries have failed to take advantage of this type of catch-up growth.

Finally, Exhibit 7.8 drives home yet another important idea. The United States and several other countries—for example, the United Kingdom, France, and Spain—demonstrate **sustained growth** between 1820 and 2010 in the sense that there is a positive and relatively steady growth rate in every 50-year period, and the growth rate for the entire period is significantly positive for these countries. Our next task is to understand how this type of sustained growth emerges and what factors determine the growth rate of an economy.

---

**Catch-up growth** refers to a growth process whereby relatively poorer nations increase their incomes by taking advantage of knowledge and technologies already invented in other, technologically more advanced countries.

**Sustained growth** refers to a growth process where GDP per capita grows at a positive and relatively steady rate for long periods of time.
countries had fairly similar levels of GDP per capita in 1820. Since then, differences in GDP per capita have grown because some countries, such as the United States and the United Kingdom, have grown steadily, while others have not.


### Exhibit 7.8 GDP per Capita since 1820 in Selected Countries (PPP-adjusted 2005 Constant Dollars)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>UK</td>
<td>2,854</td>
<td>4,390</td>
<td>6,259</td>
<td>14,817</td>
<td>32,722</td>
<td>1.29%</td>
<td>1.85%</td>
</tr>
<tr>
<td>U.S.</td>
<td>1,873</td>
<td>3,365</td>
<td>7,641</td>
<td>20,684</td>
<td>41,961</td>
<td>1.65%</td>
<td>1.91%</td>
</tr>
<tr>
<td>France</td>
<td>1,562</td>
<td>2,582</td>
<td>4,441</td>
<td>15,702</td>
<td>29,556</td>
<td>1.56%</td>
<td>2.13%</td>
</tr>
<tr>
<td>Spain</td>
<td>1,387</td>
<td>1,661</td>
<td>2,996</td>
<td>8,696</td>
<td>23,116</td>
<td>1.49%</td>
<td>2.30%</td>
</tr>
<tr>
<td>Brazil</td>
<td>940</td>
<td>981</td>
<td>1,325</td>
<td>4,207</td>
<td>9,467</td>
<td>1.22%</td>
<td>2.21%</td>
</tr>
<tr>
<td>Mexico</td>
<td>859</td>
<td>896</td>
<td>2,500</td>
<td>9,945</td>
<td>10,619</td>
<td>1.53%</td>
<td>1.62%</td>
</tr>
<tr>
<td>China</td>
<td>826</td>
<td>729</td>
<td>760</td>
<td>1,071</td>
<td>11,054</td>
<td>1.37%</td>
<td>3.02%</td>
</tr>
<tr>
<td>India</td>
<td>734</td>
<td>734</td>
<td>874</td>
<td>4,640</td>
<td>4,640</td>
<td>0.98%</td>
<td>1.87%</td>
</tr>
<tr>
<td>Morocco</td>
<td>592</td>
<td>775</td>
<td>977</td>
<td>2,224</td>
<td>5,542</td>
<td>1.18%</td>
<td>1.95%</td>
</tr>
<tr>
<td>South Korea</td>
<td>461</td>
<td>464</td>
<td>839</td>
<td>2,982</td>
<td>29,865</td>
<td>2.22%</td>
<td>4.05%</td>
</tr>
<tr>
<td>Ghana</td>
<td>–</td>
<td>604</td>
<td>1,075</td>
<td>1,960</td>
<td>2,645</td>
<td>–</td>
<td>1.01%</td>
</tr>
<tr>
<td>Haiti</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1,265</td>
<td>944</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Kenya</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1,259</td>
<td>1,570</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

The aggregate production function, which we studied in the previous chapter, gives us a first answer to this question. Recall that the aggregate production function, \( Y = A \times F(K, H) \), links GDP to the two factors of production, the physical capital \( K \) and total efficiency units of labor \( H \). The aggregate production function also depends on the level of technology \( A \), which captures the knowledge available to the economy and the efficiency of production. When \( A \) changes, the aggregate production function shifts.

A nation can increase its GDP by increasing its stock of physical capital, \( K \); by increasing the total efficiency units of labor, \( H \) (for example, by increasing the human capital of workers); and by improving its technology, \( A \). In this section, we look more closely at these three areas.

Let us consider the physical capital stock, \( K \), which represents the value of all of the equipment (for example, machines, cars, planes, and computers) and structures (like buildings) of the economy. The physical capital stock (and therefore GDP) can be increased by investment, a process also known as physical capital accumulation.

You will recall from Chapter 5 that the national income accounting identity implies that \( Y = C + I + G + X - M \), where \( C \) is consumption (household expenditures on consumption of goods and services), \( I \) is investment (expenditures on investment goods by private agents), \( G \) is government purchases of goods and services, \( X \) is exports, and \( M \) is imports. Recall that in a closed economy, there are no exports or imports, and if we also ignore the government (as we have done here), then we have \( G = X = M = 0 \). Therefore, the national income accounting identity implies

\[
Y = C + I.
\]

In other words, GDP is equal to the sum of aggregate consumption and investment. This also implies that investment comes directly from aggregate saving. This is because in our closed economy without government spending, all income will be either consumed or saved, so GDP is also equal to aggregate consumption plus aggregate saving or, in other words, \( Y = C + S \). Thus

\[
I = S.
\]
Interpreted differently, this relationship says that all the resources households decide to save will be allocated to firms that will use them for investment (for example, by banks that will take money deposited by households and lend it to firms for investment). Consequently, a nation with a high saving rate will accumulate physical capital rapidly—that is, increase its physical capital stock rapidly—and, by the aggregate production function, increase its GDP. Thus to determine whether and how rapidly an economy will increase its physical capital stock, we need to understand the saving decisions of households, which we turn to next.

**Optimization: The Choice Between Saving and Consumption**

Consider the U.S. economy in 2008, when its GDP (aggregate income) stood at 14.44 trillion dollars. Naturally, not all of this output was consumed. Firms and the government invested some portion of it in the physical capital stock of the nation—for example, in new machines, roads, and bridges. But the resources for this investment come from the savings of households. For example, in a closed economy without the government, we have just seen that \( I = S \).

Thus to understand how the GDP of a nation is divided between consumption and investment, we need to study the preferences of consumers, who decide how much of their income will be allocated to savings. This involves studying how households trade off consumption today versus consumption tomorrow, because saving is a way of allocating some of today’s resources for consumption tomorrow (or more generally, consumption in the future). This is yet another example of optimization on the part of individuals and households. Each household typically faces different priorities and needs that influence its decisions to consume its income today versus save it for tomorrow. For example, those preparing to send their children to college may save more today.

As with all optimization problems, such choices are affected by prices. In this case, the relevant price is the interest rate, which determines the rate of return that households expect on their savings. (How the interest rate is determined will be discussed in detail in Chapter 10.) Higher interest rates typically encourage more saving. In addition, expectations of future income growth and perhaps taxes will have an impact on the saving decision. For instance, households that expect rapid income growth in the future may have less reason to save to finance future consumption (because future income growth will enable them to do this) or even to save “for a rainy day” (against potential future hardships). Conversely, if they expect high taxes in the future, households may save more in order to be able to pay these taxes without reducing future consumption.

These trade-offs determine the saving rate of the economy, which corresponds to the fraction of income that is saved. (In practice, in addition to households, firms and the government also save, and we include these in the total saving of the economy.) We can compute the saving rate by dividing total saving by GDP (aggregate income). For example, in 2013, the level of total saving in the U.S. economy was $2.18 trillion, while GDP was $16.80 trillion (both in current dollars). Then the saving rate is

\[
\text{Saving rate} = \frac{\text{Total saving}}{\text{GDP}} = \frac{\$2.18 \text{ trillion}}{\$16.80 \text{ trillion}} = 12.98\%.
\]

**What Brings Sustained Growth?**

Can physical capital accumulation by itself generate sustained growth—where GDP per capita grows at a positive and relatively steady rate for an extended period of time? The answer to this question is “no” for a simple reason: the diminishing marginal product of physical capital.

Let’s look a little more closely at this reasoning. As Exhibit 6.7 from the previous chapter shows, because of the diminishing marginal product of physical capital, more and more physical capital will translate into smaller and smaller increases in GDP. This precludes the possibility of sustained growth by just accumulating more and more physical capital.

What about steadily raising the efficiency units of labor in the economy? Can’t the efficiency units of labor be raised just by increasing the number of workers in the economy? Can’t we raise GDP steadily by increasing human capital?

First consider increasing the workforce—the number of people taking part in the production process. Holding all other factors of production and technology constant, every additional worker will increase GDP by less and less because of diminishing marginal product
Suppose that you control the saving rate in a country and your objective is to improve the standard of living of the citizens of this country. Is it always a good idea to increase the saving rate? We have seen that greater saving increases the physical capital stock of the economy and consequently raises GDP. But this doesn’t mean that increasing saving is always good for society. Imagine the extreme case where as the supreme ruler of a country, you are able to encourage saving so much that every dollar earned in the country is saved. This will indeed increase GDP. But it will not improve the standard of living of the citizens because it will require them to consume little or nothing. In the extreme case where the saving rate reaches 100 percent, consumption drops to zero. This implies that there must exist an optimal level of saving for a society, where saving above this level would make the society worse off because it would significantly reduce consumption.

**CHOICE & CONSEQUENCE**

**Is Increasing the Saving Rate Always a Good Idea?**

Suppose that you control the saving rate in a country and your objective is to improve the standard of living of the citizens of this country. Is it always a good idea to increase the saving rate? We have seen that greater saving increases the physical capital stock of the economy and consequently raises GDP. But this doesn’t mean that increasing saving is always good for society. Imagine the extreme case where as the supreme ruler of a country, you are able to encourage saving so much that every dollar earned in the country is saved. This will indeed increase GDP. But it will not improve the standard of living of the citizens because it will require them to consume little or nothing. In the extreme case where the saving rate reaches 100 percent, consumption drops to zero. This implies that there must exist an optimal level of saving for a society, where saving above this level would make the society worse off because it would significantly reduce consumption.

_of labor_ (or diminishing marginal product of total efficiency units of labor). Therefore, we cannot guarantee a steady increase in GDP per capita by just increasing the workforce either.

Note that we can also increase the efficiency units of labor for a given workforce by increasing the human capital of workers—for example, by raising their educational attainment or skill level. Although such changes will indeed increase GDP, they will, by themselves, not achieve sustained growth. Because each individual has a finite life, there is a limit to how many years of schooling he or she can obtain, and, of course, more and more schooling would also imply fewer and fewer years in the workforce where an individual actively takes part in production. Thus, achieving greater and greater levels of efficiency units by continuously increasing the years of schooling of the workforce does not appear feasible.

“But hold on,” you might say. “What about continuously upgrading the quality of education? Wouldn’t that work toward increasing the efficiency units of labor?” Not really. Empirically, the extent to which such improvements can ensure steady growth also appears to be limited, as we will see in greater detail in the Evidence-Based Economics section of this chapter. Therefore, even though investments in education and skills do play a major role in increasing GDP per capita, we cannot achieve sustained growth of about 1.5–2 percent a year just by continuously increasing the educational achievement of the workforce.

These considerations imply that in order to achieve sustained growth, we need something else. And that something else is _technology_—particularly advances in the technical knowledge used in production.

**Knowledge, Technological Change, and Growth**

You will recall that Moore’s Law, which we first encountered in the previous chapter (Exhibit 6.10), claims that the number of transistors on memory microchips will double every 2 years, thereby increasing the computational power of computers. This trend has been true for at least the last 50 years and probably for longer. For example, around 1900, before microprocessors and extra mechanical devices, it was prohibitively expensive to make anything but the most trivial calculations. By 1950, with the technologies associated with the vacuum tube, society had access to the technology to make one relevant computation per second at a cost of $1,000 (in today’s dollars). By the 1970s, with the advent of the transistor, we could make up to 100 calculations per second for $1,000. And by the late 1990s, with the widespread use of integrated circuits, almost 10 million calculations per second could be performed for the same cost. Moore’s Law is an example of _technological change_.

_Technological change_ is the process of new technologies and new goods and services being invented, introduced, and used in the economy, enabling the economy to achieve a higher level of GDP for given levels of physical capital stock and total efficiency units of labor.
higher level of GDP for given levels of its factors of production, physical capital stock, and total efficiency units of labor.

Consider another example of technological change—the reduction in the cost of light over the past 200 years—as shown in Exhibit 7.9. Obtaining lighting, both for firms and households, has become much cheaper over the past two centuries because of the invention of the lightbulb and ongoing improvements in the quality of lightbulbs, lighting technology, and the transmission of energy.

Technological change, as it turns out, is exponential. In particular, using the same definition of exponential growth from earlier in this chapter, this means that improvements in technology take place at an approximately constant rate—rather than by constant increments. There is a simple reason for this exponential nature of technological change. As we have seen, growth in GDP per capita is exponential because growth compounds—that is, it takes place on the basis of the current level of GDP whose increase is already a result of past growth. There is a similar logic to technological change. New innovations and technologies build on the knowledge stock resulting from past innovations—building on the shoulders of giants, so to speak. This ensures that innovations improve our productive capacity in GDP not by a constant amount but by a constant proportional amount. So if we improve technology starting with a technology level that produces a GDP per capita of $1,000, then innovations that enable us to be more productive by a certain amount—say 10 percent—will raise GDP per capita from $1,000 to $1,100. But if we instead start with a technology level that produces $100,000 of GDP per capita, similar innovations bringing a 10 percent improvement will take us to $110,000.

The exponential nature of technological change illustrated by these two examples is also responsible for the fact that improvements in technology need not necessarily run into diminishing marginal product (whereas, as we have seen, increases in the use of factors of production run into diminishing marginal product). For this reason, improvements in technology appear to be the most plausible engine of sustained growth.

By now, you will have realized that there is a nice symmetry between our treatment of cross-country differences in GDP per capita in the previous chapter and of over-time differences, corresponding to growth, in this chapter. In both, the physical capital stock and efficiency units of labor play important roles, but they are insufficient to explain the major differences. Both across countries and over time, technology instead plays the central role.
The theoretical discussion in the previous section supports the central role of technology in explaining sustained growth. We will now see that empirical evidence also bolsters the conclusion that technology plays a key role.

To evaluate the sources of U.S. economic growth, we follow the same strategy as in the previous chapter. There, we used the aggregate production function and estimates of the physical capital stock and the efficiency units of labor across different countries to evaluate their contributions to cross-country differences in GDP. The only major difference here is that higher-quality U.S. data enable us to conduct the analysis for GDP per hour worked rather than GDP per worker, thus allowing us to measure the labor input more accurately. We start the analysis in 1950.

Exhibit 7.10 records average GDP per hour worked (in 2005 constant dollars), the average value of the physical capital stock per hour worked, and the most important component of the human capital of workers—the average years of schooling—for 10-year periods starting in 1950. (To remove the short-term effects of the last recession from our calculations on long-term growth, the last period is 2000–2007.) The exhibit shows the steady increase in GDP per hour worked, physical capital stock per hour worked, and educational attainment in the United States between 1950 and 2007.

We then use a methodology similar to that in the previous chapter to compute the contribution of physical capital, human capital (efficiency units of labor), and technology to the growth of GDP in the United States. The results are recorded in columns 4, 5, and 6 of the exhibit (in percentages). Column 7 then gives the annual growth rate of GDP per hour worked, which is the sum of the contributions of physical capital, human capital, and technology.

This exhibit highlights the central role that technology has played in U.S. growth. Let’s examine the 1960s, shown in the second row. The 0.17 percent recorded as the contribution of human capital indicates that if the human capital of U.S. workers had remained constant in the 1960s, then the growth rate of GDP per hour worked in the 1960s would have been lower by 0.17 percent (3.09 percent instead of 3.26 percent). In...
Exhibit 7.11 Share of Technology, Physical Capital, and Human Capital in the Growth of GDP per Hour Worked in the United States Between 1950 and 2007

This exhibit shows the contribution of physical capital, human capital, and technology to growth of GDP per hour worked in the United States. The sum of the three numbers is the growth rate in the period, indicated at the top. It is clear that technology is the single most important contributor to economic growth in the United States.

Sources: Data from Bureau of Labor Statistics, Bureau of Economic Analysis, United States Census Bureau.

contrast, if technology had stayed constant, the annual growth rate of GDP per hour worked would have been lower by 2.20 percent. The other rows of the exhibit paint a similar picture. Mirroring our findings on the role of technology in accounting for cross-country differences in the previous chapter, technology accounts for the bulk of growth in U.S. GDP per hour worked in most periods.

Exhibit 7.11 presents the same information as the last four columns of Exhibit 7.10 in a bar chart, more clearly showing the decomposition of growth between the two factors of production and technology. It also highlights the central role of technology. The total height of each bar is the annual growth of GDP per hour worked during the corresponding period, while the orange part of the bar shows the contribution of technology. It shows that, except between 1980 and 1989, technology was the most important contributor to U.S. growth.

The contribution of technology was somewhat lower during the 1970s and 1980s, which were decades of relatively low growth in GDP per hour worked, while the stock of physical capital in the economy continued to increase—partly because there was considerable investment in information technology capital during these decades.

An important caveat to the conclusions supported by Exhibits 7.10 and 7.11 is worth noting. As pointed out in the previous chapter and in Exhibit 7.10, the contribution of technology is obtained as the fraction of growth in GDP not explained by physical capital and human capital. This implies that if we understate the contribution of physical capital or human capital to GDP growth, which could happen, for example, because we do not fully take into account the improved quality of our physical capital stock, then the contribution of technology may be somewhat exaggerated.
7.1

7.3 The History of Growth and Technology

Exhibit 7.8 depicted economic development in several countries since 1820. This 200-year period is sometimes referred to as “modern times.” But what about before then? Did patterns of growth before the nineteenth century look similar to those we have documented so far in this chapter? If not, what changed?

Growth Before Modern Times

Humanity had, of course, a long history before the nineteenth century, during which there were several major achievements in science, technology, and the arts. But from an economic point of view, the period before 1800 is distinguished by one thing: a lack of sustained growth. Looking back at Exhibits 7.1 and 7.2, we see that the U.S. economy has had some downturns and one big setback during the Great Depression, but on the whole, it has experienced relatively steady economic growth in GDP per capita.

Though the world before 1800 was certainly not stagnant, it did not experience the type of sustained growth we see in Exhibit 7.1. There were a few notable periods of economic growth and even technological improvements, some of which continued for as long as a century or even more. The periods that are most well known are those in ancient Greece, ancient Rome, and Venice. During the heydays of these civilizations, standards of living improved and economic activity increased significantly. But this growth didn’t last. Ancient Rome may have grown, although relatively slowly, for over 300 years, but its growth ultimately came to an end. The situation was similar in Venice.

Even though there was some economic growth during all of these eras, sustained economic growth was rare or even absent. There is a simple way to see why growth in these ancient civilizations could not have been sustained. The World Bank’s definition of absolute poverty as living off the equivalent of $1.25 per day, which we discussed in the previous chapter, is not an entirely arbitrary one. An individual needs to consume a certain amount of calories in order to live, and, of course, people need shelter and clothing. Though estimates vary, it is practically impossible for a country to have income (GDP) per capita...
of much less than $500 or so per year, because this would imply that a large fraction of the population would be living on much less than $500 per person. We call this level of income per capita below which an individual cannot easily survive the subsistence level (even if there isn’t one unique subsistence level that applies in every environment). The general idea is simple: regardless of the exact level, there exists a minimum level of income per person that is necessary for individual survival and subsistence. When income falls below this level, much of the population will starve.

Of course, there were no national income and product accounts 10,000 years ago, 1,000 years ago, or even 200 years ago. All the same, we know that income per capita in all places in which there were human civilizations could not have been much less than $500 per capita in today’s dollars. Moreover, we know from Exhibit 7.8 that at the beginning of the nineteenth century, incomes in much of the world were not much higher than $500 per capita. In the United States, for example, income per capita was about $1,361, and in Western Europe, it was only a little higher. Therefore, there cannot have been much sustained growth before 1800.

There are two reasons for this lack of sustained growth before modern times. The first—the more important one—is related to the major factor that explains sustained growth: technology. Before 1800, though there were some important technological breakthroughs, the pace of technological change was much slower, almost stagnant compared to what came thereafter. Second, whatever improvements in aggregate incomes (GDP) were realized did not typically translate into increases in income per capita. This last point was the basis of the theory of Thomas Malthus, which is sometimes referred to as the Malthusian model. We next discuss the Malthusian model and how the world broke out of it.

### Malthusian Limits to Growth

Thomas Malthus had a particularly dismal view of the workings of the economy. This was partly because, writing in 1798, he had not seen a period of steady growth like the one Europe experienced in the nineteenth century. Malthus thought that fertility—defined as the number of children per adult or per woman of childbearing age—would adjust so that income always would remain close to a subsistence level, a number like the $500 a year we mentioned earlier. In Malthus’s theory, couples have more children when the standard of living is above the subsistence level. Then, assuming that aggregate income (GDP) could not grow faster than the population, Malthus concluded that increasing population would push income per capita down toward—and possibly below—the subsistence level. This fall in income per capita in turn would trigger famines or wars that would kill a large fraction of the population. With a given level of aggregate income, a lower population would then cause income per capita to increase again. So in a pattern sometimes referred to as the Malthusian cycle, increased aggregate income would raise income per capita above subsistence, fueling population growth, which in turn would put pressure on resources and reduce income per capita back to its initial level or sometimes even below it. This pattern subsequently “corrects” the increase in population through reduced fertility and higher mortality, often due to famines.

Dismal though it may be, the Malthusian model seems to be a good representation of how the world actually was before 1800.

Around the same time or shortly thereafter, fertility declined. This process, which has both economic and social causes, is referred to as the demographic transition. Economists typically emphasize the importance of the transition from agriculture and rural areas toward industry and cities as a major cause of the demographic transition. Urban families did not need to rely on child labor for help in the field in the same way that rural families did, and the increasing costs of rearing children, particularly when they had to stay in school longer rather than work in the fields, created incentives for smaller families.

Many historians and economists view the demographic transition as a central ingredient to modern growth, because it enabled the economies that experienced reduced fertility to break away from the Malthusian cycle. Until the demographic transition in the nineteenth century, there were recurrent Malthusian cycles. After this date, there was relatively sustained growth in income per capita in many economies, particularly in the Western world.
The Industrial Revolution

But the demographic transition by itself would not have been sufficient to kick-start growth. If all that happened was that fertility declined and stabilized around a lower number, there would not necessarily have been any qualitative changes in the patterns of GDP growth per capita. Instead, sustained growth was due to another major change that occurred around the same time: the Industrial Revolution, which opened the way for more steady and rapid technological changes that underpinned modern economic growth.

Contrary to its name, the Industrial Revolution was a gradual process rather than a short period of rapid disruption. It is the term coined to designate the arrival of many new machines and methods of production in Britain, starting in textile manufacturing and thereafter spreading into other sectors. The Industrial Revolution is important both as an event in itself (because it was the first time technology and scientific methods were used in production in such a coordinated manner) and also as the starting point of the wave of industrialization that spread to many other countries around the world. We have already seen that the countries that are rich today are those that have managed to achieve steady growth rates over the past 200 years. Those are also the ones that have managed to benefit from the technologies brought about by the Industrial Revolution.

Although clearly new technologies and new knowledge were created before, innovation and the application of new technologies to the production of goods and services became more systematic and pervasive during and in the aftermath of the Industrial Revolution. The available evidence thus suggests that changes in technology that are the root cause of the sustained growth we observe today started with the Industrial Revolution at the end of the eighteenth century in Britain.

Growth and Technology Since the Industrial Revolution

Many of the technologies that we take for granted today—from railroads to automobiles and airplanes; from radio and TV to telecommunication technologies, computers, the Internet, and social networking; from electricity to almost all of the technologies used on the factory floor to produce the goods we use in our everyday life; from almost all of the drugs that save hundreds of millions of lives every year around the world to basic sanitation including indoor plumbing—have been invented and made available to us over the last 250 years. Such advances are the result of the exponential growth in our knowledge and technology since the Industrial Revolution. An important foundation of this growth has been research and development (R&D) activity, which firms, universities, and governments undertake in order to improve this knowledge base. The United States today spends 365 billion dollars, or 2.79 percent of its GDP, on R&D every year. This number is even higher in some other countries—for example, 4.66 percent in Israel, 3.00 percent in Switzerland, and 3.70 percent in Sweden. To a large extent, our high standards of living today are the return on this R&D investment.

7.4 Growth, Inequality, and Poverty

The fact that an economy is growing does not necessarily imply that all citizens are benefiting equally from that growth. In fact, in recent decades, rapid growth in the U.S. economy has gone hand-in-hand with increases in inequality. There are almost always some households and individuals with significantly higher-than-average incomes and some with significantly lower-than-average incomes. In fact, economic growth is sometimes associated with increasing inequality because only some workers and businesses benefit from the new technologies that are driving this growth.

Growth and Inequality

There are several reasons why a society might care about inequality. Some may wish to live in a society that does not have great disparities in the living standards of its citizens.
Exhibit 7.12 shows a simple measure of inequality in the United States: the share of total U.S. income accruing to the richest 10 percent (the other 90 percent of Americans earned less than individuals in this top decile, and their aggregate earnings correspond to the remaining fraction). The data, compiled by economists Thomas Piketty and Emmanuel Saez, show that until 1940, the top 10 percent earned about 45 to 50 percent of total income. This proportion then declined to about 35 percent, corresponding to a significant decline in income inequality. It then remained there until the late 1970s. Starting in the late 1970s, however, inequality started increasing, and by the end of the 1990s, the share of the top 10 percent is again up to about 50 percent. Piketty and Saez also show another interesting pattern. Before the 1970s, much of the earnings of the very rich came from capital income—that is, income from sources other than wages and salaries, like dividends, accrued wealth, income from ownership, and so on. But over the last 30 years, the contribution of wages to the income of the very rich has changed dramatically, rising to 60 percent in 2000 (though it subsequently fell to 38 percent in 2007). More and more, even the rich have to work.

We may feel that greater inequality leads to more social polarization or even to a greater incidence of crime in society.

So far, we have focused on income (GDP) per capita as the main measure of the productivity and living standards of a nation. But average income per capita of a nation at a particular point in time is not the same as the income of all individuals in that nation. As we already noted in Chapter 6, this distinction cautions us against focusing just on income per capita without taking into account the distribution of income in a given society.

While it is certainly justifiable to care about inequality in and of itself, one reason why many policymakers and citizens are concerned about it is because it is associated with poverty. Poverty, particularly of the extreme sort captured by the $1.25 per day measure of the
Inequality versus Poverty

Consider a society consisting of just two types of people: rich and poor. Suppose also that half of the population is rich and the other half is poor. Now consider two scenarios. In Scenario 1, the rich have $50,000 each, while the poor have $1,000 each. In Scenario 2, the rich have $5,000, while the poor have $500. Which society would you like to live in?

The answer to this question will naturally depend on several factors. Different people will evaluate inequality and poverty differently. Suppose first that you only care about average income and not at all about equity. Then the comparison is straightforward. You will easily compute that average income in Scenario 1 is $25,500, while it is only $2,750 in Scenario 2. The first scenario clearly dominates.

Suppose, on the other hand, that you only care about equity. One way of thinking about this is to just focus on a measure of inequality and nothing else. In that case, you will see that Scenario 1 has greater inequality because the ratio of rich-to-poor incomes is 50. In contrast, in Scenario 2, the same ratio is only 10. So if you care only about inequality and nothing else, you may be tempted to say that Scenario 2 is preferable.

There is a fallacy here, however. Most of us would care about inequality because we associate it with poverty and low living standards for part of the population. Yet Scenario 1, despite having greater inequality, also has much less poverty. In Scenario 1, the poor individuals have $1,000 each, whereas in Scenario 2, each poor individual has only $500, regardless of that economy’s greater equality. Therefore, even if we strongly care about the welfare of others and the level of poverty in society, just focusing on inequality would be an error. In fact, in this case, Scenario 1 has both greater average income and lower poverty. If, instead of noticing this, we just focused on inequality, presuming that a more equal allocation would also have lower poverty, we would have made an error in judgment.

World Bank, leads to serious economic, health, and social problems. High infant mortality, child malnourishment, lack of access to education, and the inability to take part in several major economic activities are just some of the problems typically associated with extreme levels of poverty. However, it is important to distinguish between inequality and poverty, as we do in the above Choice & Consequence box.

Growth and Poverty

What is the relationship between growth and poverty? We saw in the previous chapter how countries with higher levels of income (GDP) per capita have fewer people living in poverty, as measured by the $1.25 per day measure of the World Bank. Exhibit 7.13
complements this picture by showing that, on average, growth of income per capita is associated with a decline in poverty. For each country in the data, the vertical axis shows the percentage rise or decline in poverty between 1993 and the late 2000s (depending on data availability), while the horizontal axis shows the average growth between the same dates.

Those in the lower-right quadrant are the countries that have experienced positive growth and declines in poverty and include China, India, and Vietnam, among others. Venezuela in the upper-left quadrant is one of only three countries that has a negative growth rate and has also experienced an increase in poverty. The exhibit also includes the line that best fits these points. Although there are some countries where growth and poverty have both increased (such as Yemen, Nigeria, and Georgia), on the whole there is a negative association between growth over the recent decades and the fraction of the population living in poverty. Yet the exhibit also shows that there is quite a bit of dispersion around that best-fit line.

Even though this association does not prove that growth in income per capita is the direct cause of declining poverty, it is the type of evidence that bolsters many economists’ belief that economic growth is one of the most effective ways of reducing poverty. Nevertheless, it is important to remember that there is no guarantee that economic growth will automatically reduce poverty (as the cases of Georgia, Nigeria, and Yemen in the exhibit show). It will do so only if it is not associated with a significant rise in inequality.

**How Can We Reduce Poverty?**

Many different policies have been pursued in order to reduce international poverty, and, for reasons that we discuss in greater detail in the next chapter, many have failed. Thus it is quite likely that there are no silver-bullet policies for reducing poverty around the world.

Nevertheless, economic analysis suggests several potentially useful approaches. One solution, which we explore further in Chapter 14, is international trade, which can be beneficial to all countries that take part in it. Although international trade does create losers as well as winners, the overall benefit from international trade is generally positive and significant. This is particularly so for many poor countries that have natural resources and produce agricultural goods that could be exported to the European Union or the United States but are blocked by high tariffs and prohibitive quotas. Reducing tariffs and quotas that wealthy nations impose on poor countries would be one way of creating gains in GDP and perhaps even growth for these nations. In fact, trade might have even further benefits. If international trade also brings with it more interaction with wealthy nations, such cross-country contact might facilitate the transfer of technology.

Another important aspect of improving standards of living around the world is to continue improving the knowledge and technology available in the world economy. The United States spends a sizable fraction of its GDP on R&D, and a significant fraction of its workforce works in science and engineering. The improvements that result from these efforts in the United States and in countries such as Canada, the United Kingdom, France, and Germany improve not only the standards of living in these nations but also those all around the world. For example, improvements in communications technology that originated in the United States and Western Europe now enable cell phones to be used globally, which has helped improve the lives and the business opportunities of billions of people elsewhere. Before wireless communication became available, people in many countries had to rely on wireline telephones for communication.

But wireline telephone industry was often under state control or a private monopoly, and as a consequence, it was very expensive and not widely available. The advances in wireless technology have partly broken the hold of these monopolies on consumers. As the technology improves, wireless telecommunication can be used for better healthcare delivery, and it is already being used as an important part of business deals, starting with improving communication between firms. Similarly, innovations in pharmaceuticals allow lives to be saved around the world, not just in the United States or Germany or France.
Life expectancy around the world was much lower 70 years ago than it is today. In 1940, child and infant mortality rates were so high and adult diseases, such as pneumonia and tuberculosis, were so deadly (and without any cure) that life expectancy at birth in many nations stood at less than 40 years. For example, the life expectancy at birth of an average Indian was an incredibly low 30 years. In Venezuela, it was 33; in Indonesia, 34; in Brazil, 36. Life expectancy at birth in many Western nations was also low but still considerably higher than the corresponding numbers in the poorer nations. Consider that life expectancy at birth in the United States was 64 years.

In the course of the next three or four decades, this picture changed dramatically. As we saw in the previous chapter, while the gap in life expectancy between rich and poor nations still remains today, health conditions have improved significantly all over the world, particularly before the spread of the AIDS epidemic in sub-Saharan Africa starting in the 1980s. Life expectancy at birth in India in 1999 was 60 years. This was twice as large as the same number in 1940. It was also 50 percent higher than life expectancy at birth in Britain in 1820 (40 years), which had approximately the same GDP per capita as India in 1999. How did this tremendous improvement in health conditions in poor nations take place?

The answer lies in scientific breakthroughs and innovations that took place in the United States and Western Europe throughout the twentieth century. First, there was a wave of global drug innovation, most importantly the development of antibiotics, which produced many products that were highly effective against major killers in developing countries. Penicillin, which provided an effective treatment against a range of bacterial infections, became widely available by the early 1950s. Also important during the same period was the development of new vaccines, including ones against yellow fever and smallpox.

The second major factor was the discovery of DDT (Dichlorodiphenyl trichloroethylene). Although eventually the excess use of DDT as an agricultural pesticide would turn out to be an environmental hazard, its initial use in disease control was revolutionary. DDT allowed a breakthrough in attempts to control one of the major killers of children in relatively poor parts of the world—malaria. Finally, with the establishment and help of the World Health Organization (WHO), simple but effective medical and public health practices, such as oral rehydration and boiling water to prevent cholera, spread to poorer countries.

Therefore, although not directly useful for closing the gap between wealthy nations and the rest of the world, continuing with the innovative agenda in the United States and Europe is an important weapon in the fight against international poverty.

In this and the previous chapter, we have focused on how physical capital, human capital, and technology determine the potential for economic growth and cross-country differences in GDP per capita. We have seen how an economy—rich or poor—can grow by investing more in physical capital, upgrading the human capital of its workforce, and improving its technology and efficiency of production. The natural question then is why many countries in the world do not pursue such improvements but remain poor or submit to low growth instead. This is the topic of our next chapter.
Summary

Many countries, including the United States, have experienced rapid economic growth over the last 200 years, increasing their GDP per capita several times over. For example, current U.S. GDP per capita is about 25 times U.S. GDP per capita in 1820. In addition, U.S. growth has been relatively sustained, meaning that GDP per capita has grown relatively steadily, with the exception of the Great Depression and the decade following it.

Economic growth can sometimes take place rapidly due to catch-up growth, whereby relatively poorer nations increase their GDP per capita by taking advantage of knowledge and technologies already invented in other, more advanced countries.

Economic growth results from an economy increasing its physical capital, raising the human capital of its workers (so that it has greater efficiency units of labor for a given size of the workforce), and improving its technology. Because of the diminishing marginal product of physical capital and limits to how much each worker can invest in his or her human capital before joining the workforce, sustained growth is generally impossible to achieve just by building up physical and human capital. Rather, the most plausible driver of sustained growth is technological progress. Empirical evidence also suggests that technological progress accounts for the bulk of the increase in GDP per capita (or per hour worked) in the United States.

Though the last 200 years have been characterized by sustained economic growth in many parts of the world, the preceding centuries did not experience steady growth. Instead, most economies during these times experienced Malthusian cycles: increases in GDP-fueled population growth, which reduced the standard of living and subsequently acted as a check on further population growth by reducing fertility and survival. The world broke out of the Malthusian cycle through the Industrial Revolution, which started a process of rapid technological progress, underpinning the sustained growth of the last two centuries.

Economic growth has the capacity to significantly reduce poverty, provided that such growth is not associated with much greater inequality.
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Questions

Select questions are available in MyEconLab for practice and instructor assignment.

1. Referring to Exhibit 7.5, is the GDP per capita in South Korea likely to draw level with U.S. GDP per capita in the future?
2. Although Singapore’s GDP per capita was low when compared with the U.S. in the 1960s, based on Exhibit 7.7, we expect Singapore to catch up with more technologically advanced countries. Why?
3. According to the aggregate production function, how does GDP increase?
4. The chapter emphasizes the importance of saving in economic growth.
   a. How is the saving rate in an economy defined?
   b. What factors help households decide whether to consume or save their income?
   c. How do household saving decisions impact investment in the economy?
5. What is the role of human capital in the determination of a country’s GDP?
6. What explains economic growth in the United States over the past few decades?
8. What did Malthus predict about economic growth? Did his predictions come true? Why or why not?
9. How did the Industrial Revolution affect economic growth?
10. Does an increase in GDP per capita of a nation imply that all its citizens have become richer? Explain.
11. Based on your understanding of the chapter, how can poverty best be reduced?
12. What factors explain the dramatic increases in life expectancy that we saw in most countries in the twentieth century?

**Problems**

*Select problems are available in MyEconLab for practice and instructor assignment.*

1. Go to the World DataBank and download GDP per capita, at 2005 constant U.S. dollars (http://data.worldbank.org/indicator/NY.GDP.PCAP.KD), for Hong Kong, Singapore, South Korea, and Japan in 1965 and 2013. To answer parts b to d, you have to refer to the Appendix.
   a. Calculate each country’s real GDP per capita relative to Japan’s real GDP per capita in 1965 and 2013. Interpret the results.
   b. Use the arithmetic average to calculate the annual growth rate for each country.
   c. Use the geometric average to calculate the annual growth rate for each country.
   d. Compare your answer to parts b and c. Does part b overestimate part c? Explain what makes the difference.
2. Currently, some of the fastest-growing countries in the world remain desperately poor. For example, of the top five fastest-growing economies in 2013, three—South Sudan, Sierra Leone, and Turkmenistan—had real per capita GDP that are 144th, 155th, and 95th in the world, respectively. (Source: CIA Factbook estimates for 2013, PPP basis.) This seems like something of a contradiction. Using the equations for growth given in the chapter, explain why a country that has a very low per capita GDP can also have a very high growth rate.
3. The following table lists GDP per capita from 1970 to 2010 for South Korea and the United States. As you can see, both grew substantially over that 40-year period.

<table>
<thead>
<tr>
<th>Year</th>
<th>South Korea GDP per Capita</th>
<th>U.S. GDP per Capita</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970</td>
<td>317</td>
<td>5247</td>
</tr>
<tr>
<td>1980</td>
<td>1778</td>
<td>12598</td>
</tr>
<tr>
<td>1990</td>
<td>6642</td>
<td>23955</td>
</tr>
<tr>
<td>2000</td>
<td>11948</td>
<td>36467</td>
</tr>
<tr>
<td>2010</td>
<td>22151</td>
<td>48358</td>
</tr>
</tbody>
</table>

4. As China’s economic growth depends on net exports to a large extent, some economists suggest that China needs to increase its domestic consumption rather than export to maintain its economic growth. However in the long run, increase in consumption may lower the income. Explain how an increase in consumption creates these two contradictory effects on economic growth.

5. The graph below shows an index of world GDP per capita from 1000 BC to the year 2000.

   ![Graph of world GDP per capita from 1000 BC to the year 2000]

   Source: Jeff Speakes, “Economic History of the World,” Center for Economic Research and Forecasting, California Lutheran University

As you can see, over most of that period, global economic growth was virtually nonexistent. While there...
were periods that experienced some increase in per capita income, sustained growth begins only in the mid-18th century, and explodes after that—by the year 2000, income per capita is 12 times what it had been 250 years before.

Explain what accounts for such a dramatic change in economic growth beginning in the 18th century.

6. Economists have long debated the causes of the slowdown in productivity (GDP per hour worked) in the United States during the 1970s and 1980s. This slowdown can be clearly seen in Exhibits 7.10 and 7.11.

a. Based on the data in Exhibit 7.10, is it physical capital, human capital, or technology that is most responsible for the overall decline in the annual growth rate of GDP per hour worked in these two decades? Explain your answer with reference to the exhibit.

b. An interesting study of the slowdown has been done by Yale economist William Nordhaus, which is summarized at http://www.nber.org/digest/jun05/w10950.html. What are the two main conclusions that Nordhaus reaches concerning the 1970s slowdown? Which industries were most affected by the slowdown, and why?

7. The concept of diminishing returns to a factor of production applies not only to physical capital but to labor as well. Use the concept of diminishing returns to labor to explain and illustrate why there was no sustained growth in living standards prior to the Industrial Revolution. Draw a graph to illustrate the relationship between population and GDP, where population is measured on the horizontal axis. Explain how your graph changes after the Industrial Revolution.

8. In 1968, Paul Ehrlich, a Stanford University professor, claimed that overpopulation would lead to famines and starvation in the 1970s and 1980s. In his book The Population Bomb, he said that unless population growth was curbed, millions around the world would die. However, as we now know, this did not happen. What do you think was the flaw in Ehrlich’s argument?

9. The Letting the Data Speak box on levels versus growth points out how one important index of health—life expectancy—has changed in various countries over time.

To see a dramatic animation of the data mentioned in the box, go to http://www.gapminder.org/videos/200-years-that-changed-the-world-bbc/#.U8aTaJRDxTo. Hans Rosling is an expert in global health and is known for his creative presentation of statistics. Watch the brief video, and answer the following questions.

a. What was the upper limit on life expectancy in almost all countries in 1810? Which two countries were slightly better off?

b. Which countries failed to improve much in life expectancy and income as a result of the Industrial Revolution?

c. As of 1948, had disparities in life expectancy and income between countries narrowed or widened? Which were some of the countries that had not made much improvement in either measure by 1948?

d. As of 2009, what was the general situation regarding the distribution of countries in terms of health and income? What countries still lagged behind?

e. Based on the video, how can country averages disguise the wide variation in living standards within a country? Give an example from the video.

10. Suppose that a 10 percent increase in the physical capital stock increases GDP by 10 percent. Now consider an additional 10 percent increase in the physical capital stock. Will this increase GDP by less than 10 percent, 10 percent, or more than 10 percent? Explain.

11. Challenge Problem: Refer to Exhibit 7.4. If the United States, Mexico, China, Rwanda, and Haiti continue to grow at the rates given in the exhibit, how many years (starting from 2010) would it take each to catch up to the United States in terms of per capita GDP?
Appendix

The Solow Growth Model

The main tool that economists use for formally studying how GDP is determined is the Solow model, named after the economist Robert Solow. In this appendix, we present the Solow model to show how it can be used to study the process of economic growth in greater detail. We have placed this material in the appendix rather than in the main body of the chapter because it can be skipped without interfering with the other key ideas in this chapter and elsewhere in the book.

The Three Building Blocks of the Solow Model

The Solow model consists of three building blocks. The first one is the aggregate production function, which we saw in the previous chapter. Recall that the aggregate production function, \( Y = A \times F(K, H) \), links GDP to physical capital (\( K \)), total efficiency units of labor (\( H \)), and the level of technology (\( A \)). Technology includes the knowledge available to the economy and the efficiency of production and is a shifter of the aggregate production function.

The second building block is an equation for physical capital accumulation. Most of the equipment and structures making up the physical capital stock of an economy are durable. When you purchase a computer, you will be using it for several years; many household durables are typically used for much longer. Structures—buildings, roads, and bridges—last even longer. But the durability of physical capital is not infinite. Physical capital is subject to depreciation, meaning that any equipment or structure goes through “wear and tear” and ultimately becomes obsolete. For example, when you buy a truck and use it for a year, it will have more miles and its brakes may be worn out. As a result of this wear and tear, some of its value will have been lost, and you will get quite a bit less if you try to sell it than you paid last year. Depreciation erodes the value of physical capital, but it can be slowed or reversed by continual investment and upkeep. In the case of your truck, you could also invest in it by having the brakes, oil, or tires changed. This type of investment counterbalances depreciation and increases the value of the truck.

The same is true for the physical capital stock of the economy, as captured by the following physical capital accumulation equation:

\[
K_{\text{now}} = K_{\text{last year}} - K_{\text{depreciated}} + I
\]

or

\[
K_{\text{now}} = K_{\text{last year}} - (\text{Depreciation rate} \times K_{\text{last year}}) + I
\]

or

\[
K_{\text{now}} = (1 - d) \times K_{\text{last year}} + I.
\]

\( K_{\text{now}} \) is the physical capital stock this year. This directly depends on the physical capital stock last year, \( K_{\text{last year}} \). Specifically the fraction \( 1 - d \) of that physical capital stock that doesn’t depreciate between the two dates. The remaining \( d K_{\text{last year}} \) is the equivalent of the decline in the value of your truck. In the meantime, the firms in the economy undertake investments and purchase new machines to increase the physical capital stock of the economy, in the same way that you may have invested in new gadgets or maintenance to increase the value of your truck. In the above equation, this is represented by the investment amount \( I \).

This equation is not only useful for the Solow growth model, but in fact is one of the key equations that economists use to compute the actual value of physical capital stock in practice, such as in national income accounts.
The third building block of the Solow model is saving by households. Recall from our discussion in the body of this chapter that investment is determined by household saving behavior. Then investment in the economy will be

\[ I = s \times Y, \]

where, as you will recall, \( Y \) denotes GDP, \( s \) is the saving rate, and \( I \) is aggregate investment.

Now, using the first building block, the aggregate production function, we can write

\[ I = s \times Y = s \times A \times F(K, H). \]

This relationship is drawn in Exhibit 7A.1. The red curve represents the aggregate production function, or more specifically the relationship between GDP and the physical capital stock for given levels of efficiency units of labor and technology. This shows the same shape as Exhibit 6.7 from the previous chapter. The green curve shows the relationship between the level of investment and the physical capital stock given the saving rate of households, \( s \). It is simply given by a downward shift of the aggregate production function—because it represents GDP times the saving rate, \( s \). By definition, therefore, the distance between the green curve and the horizontal axis at a given level of physical capital stock corresponds to aggregate saving or investment, as shown in the exhibit. Because the red curve represents GDP in the economy, as shown in the exhibit, the distance between the red and green curves represents consumption (since \( Y = C + I \)).

**Steady-State Equilibrium in the Solow Model**

A natural situation for us to study is one in which the physical capital stock last year and physical capital stock now are equal:

\[ K_{\text{now}} = K_{\text{last year}} = K. \]

We will refer to such a situation as a steady-state equilibrium, which is similar to our usual notion of equilibrium with supply being equal to demand but also requires that the physical capital stock is the same between the two dates.

This equation, combined with the physical capital accumulation equation above, immediately implies that, in order for the physical capital stock to be unchanged between years, we need to have investment equal a fraction \( d \) of the physical capital stock, written as follows:

\[ I = d \times K. \]
(To see how to derive this, note that in a steady state, the physical capital accumulation equation becomes $K = (1 - d) \times K + I$, and solving this for $I$ gives the desired equation).

In other words, for the physical capital stock of the economy to remain constant over time, the amount of investment must equal the depreciated value of the physical capital stock, which is the depreciation rate of the economy, $d$, times the physical capital stock, $K$. Returning to our example above, the value of your truck will remain constant only if the new investment you put in is equal exactly to the depreciation—the reduction in the value of the truck due to wear and tear.

We now put the different ingredients of the Solow model together to determine the steady-state equilibrium. This can be done in Exhibit 7A.2 by also plotting the line representing the value of depreciated physical capital, $d \times K$. The steady-state equilibrium is given by the intersection between this blue line and the green curve (which represents the investment level implied by the saving decisions of households). This follows simply because at this point of intersection, new investment—$I = s \times A \times F(K, H)$—is equal to the value of depreciated physical capital—$d \times K$.

This exhibit shows that there is a unique point where the blue straight line intersects the green curve representing investment. This intersection is the steady-state equilibrium of the Solow model. It gives the steady-state equilibrium level of physical capital stock on the horizontal axis, marked $K^*$, and the steady-state equilibrium GDP level on the vertical axis, $Y^*$.

Once we have the steady-state equilibrium of the Solow model, we can use it to study the determinants of GDP.

**Determinants of GDP**

Exhibit 7A.2 makes it clear that one of the key determinants of GDP is the saving rate, as we discussed in the text. The impact of a higher saving rate on the steady-state physical capital stock and GDP can be seen in Exhibit 7A.3, where we drop the curve for the aggregate production function, $A \times F(K, H)$, and simply show the investment level given by $I = s \times A \times F(K, H)$.

In this exhibit, we compare two economies that have access to the same aggregate production function and have the same population and same efficiency units of labor, but have different saving rates. The economy with the higher saving rate, $s' > s$, is depicted with the dark green curve, while the one with the lower saving rate, $s$, is shown with the
An increase in the saving rate rotates up the curve denoting total saving in the economy and increases the steady-state equilibrium physical capital stock and GDP level. In the exhibit, the physical capital stock increases from $K^*$ to $K^{**}$ and GDP from $Y^*$ to $Y^{**}$. (Hence, the level of saving and investment, shown on the vertical axis, increases from $s \times Y^*$ to $s' \times Y^{**}$.

Both better technology and better human capital of workers also imply that the same amount of physical capital will translate to greater GDP. If the economy has workers that have better human capital, this will increase its efficiency units of labor, $H$, and given the increasing relationship between efficiency units of labor and GDP shown in Exhibit 6.8 in the previous chapter, we will have greater GDP for a given level of physical capital stock. Therefore, in terms of the relationship between GDP and the physical capital stock, greater human capital of workers implies a shift of the aggregate production function. As a result, aggregate saving shifts to the curve drawn in dark green in Exhibit 7A.4, and the steady-state equilibrium will again be to the right and above the original one, as shown in the exhibit. This implies that higher human capital leads to both higher steady-state equilibrium physical capital stock and higher GDP for the country. Because there has not been any change in the population (or working-age population), the higher GDP again translates into higher GDP per capita.

Exactly the same analysis applies to technology. Recall that better technology corresponds to higher $A$ in terms of our aggregate production function. It can be the result of better knowledge being used in production or of greater efficiency of production. In either case, it will lead to a shift in the aggregate production function that is identical to that in Exhibit 7A.3 (except that it is now the total efficiency units of labor, not the saving rate, that is changing). Consequently, the implications are also identical. There will be a higher steady-state equilibrium level of physical capital stock and a greater steady-state equilibrium level of GDP. Because population is again constant, this will imply greater GDP per capita.

**Dynamic Equilibrium in the Solow Model**

The Solow model is not only useful for understanding the determinants of steady-state equilibrium but is also the main vehicle that economists use for thinking about economic growth. As the qualifier “steady-state” hints, we can also imagine an equilibrium that is not a steady-state equilibrium. Such an equilibrium, often referred to as a dynamic equilibrium, traces out the behavior of the economy over time. As such, a dynamic equilibrium doesn’t correspond to a single point, but to a path (of physical capital stock and GDP levels) that will be realized over time.
When the human capital of workers increases, so does the total efficiency units of labor. This implies that the economy can produce more with the same physical capital stock and technology, so the curve for the aggregate production function shifts up. This leads to a new steady-state equilibrium with higher physical capital stock and GDP. In particular, the physical capital stock increases from \( K^* \) to \( K^{**} \) and GDP from \( Y^* \) to \( Y^{**} \).

To understand this notion, let us look at Exhibit 7A.5, which is the same as Exhibit 7A.2 except without the curve for \( A \times F(K, H) \). The steady-state equilibrium again occurs at the point where the blue straight line intersects the curve representing the investment level; thus \( K^* \) is the physical capital stock and \( Y^* \) is GDP in this steady-state equilibrium.

Now imagine that, starting from \( K^* \), suddenly some of the physical capital in this economy is destroyed, for example, because of war. As a result, the physical capital stock of the economy is now represented by \( K_0 < K^* \). Suppose also that nothing else changes; in particular, the aggregate production function, the saving rate, the efficiency units of labor, and technology all remain the same. At this point, even though just one variable has changed, we are no longer in a steady-state equilibrium because physical capital is no longer being replenished precisely at the rate at which it is depreciating.

What will the level of production in the economy be now? Because the physical capital stock is now equal to \( K_0 \) but the efficiency units of labor have not changed, GDP will continue to be given by the aggregate production function at \( Y_0 \) (and corresponds to the point marked as \( s \times Y_0 \) on the vertical axis in Exhibit 7A.5). However, this exhibit also makes it clear that at this new point \((K_0, Y_0)\), the economy is above the straight line. Recall that, along this straight line, investment is just equal to the amount of depreciated physical capital. Above it, investment does not just make up for depreciated physical capital, but exceeds it. Recall now the physical capital accumulation equation, which tells us that \( K = K_{\text{last year}} - K_{\text{depreciated}} + I \). This equation implies that, as investment exceeds depreciated physical capital, we have \( I > K_{\text{depreciated}} \) and thus the physical capital stock will increase. Put differently, there will be a dynamic equilibrium path that takes us back toward the steady-state equilibrium. The dynamic equilibrium path is shown in Exhibit 7A.5 by the green arrows. It starts at \((K_0, Y_0)\) and traces out the path of the economy toward \((K^*, Y^*)\). This highlights both the fact that a dynamic equilibrium corresponds to a path showing the behavior of the economy over time and also the key result that such a dynamic equilibrium will take the economy back toward the steady-state equilibrium \((K^*, Y^*)\).

**Sources of Growth in the Solow Model**

We can now use the Solow model to return to the discussion of sustained growth in the text. First, Exhibit 7A.6 demonstrates that increases in the saving rate and physical capital accumulation cannot be the source of sustained growth. It shows that, with given levels of total efficiency units of labor and technology, there is a maximum amount of
Suppose the economy starts with a physical capital stock of $K_0 < K^*$, that is, with a physical capital stock less than the steady-state equilibrium. What happens? The exhibit shows that at this point, saving and investment are greater than the amount of physical capital that depreciates, so the physical capital stock increases. This dynamic process takes us to the steady-state physical capital stock of $K^*$.

Exhibit 7A.6 Three Economies with Different Saving Rates in the Solow Model

Economies with higher saving rates have higher GDP, but increases in the saving rate cannot be the source of sustained growth. This is because there is a maximum to how much an economy can save and thus a limit to what GDP it can achieve by just saving more.
Technological progress is at the root of sustained growth in the Solow model. As technology improves, the aggregate production function shifts up, and equilibrium physical capital stock and GDP increase gradually.

Technological progress

\[ s \times A_1 \times F(K, H) \]

\[ s \times A_2 \times F(K, H) \]

\[ s \times A_3 \times F(K, H) \]

\[ d \times K \]

\[ s \times Y_1 \]

\[ s \times Y_2 \]

\[ s \times Y_3 \]

\[ K_1 \]

\[ K_2 \]

\[ K_3 \]

\[ K = \text{Physical capital stock} \]

rate, such as 2 percent per year, it will eventually reach and exceed any fixed level of GDP, such as \( Y_{\text{MAX}} \). This is consistent with historical evidence. Over the past 200 years, countries have not achieved steady growth by simply increasing their saving rates. Overall, this discussion and Exhibit 7A.6 show that increases in the saving rate can increase GDP, but they cannot generate sustained growth.

To show how technological improvements can lead to sustained growth in the Solow model, Exhibit 7A.7 revisits our by-now familiar figure for the determination of the steady-state equilibrium. It shows that as technology improves, the aggregate production function (and consequently the investment curve) shifts up. This raises the equilibrium levels of physical capital stock and GDP.

Notably, these improvements take place along the straight line of the steady state as shown in the exhibit. Recall that the straight line is given by the equation \( d \times K \) and does not shift as a result of technological improvements.

At each point of intersection, we have \( s \times Y = d \times K \). Rewriting this gives \( K/IY = s/d \), which thus implies that throughout there is a constant ratio of the physical capital stock to GDP. Therefore, the implication of the Solow model for sustained growth is that the ratio of the physical capital stock to GDP should be constant as the economy grows.

Exhibit 7A.8 plots the historical evolution of the value of the physical capital stock to GDP in the U.S. economy. The ratio of the physical capital stock to GDP is roughly constant over the last 50 years, with a value of about 2. This pattern is consistent with the implication of the Solow model based on sustained growth driven by technological improvements, which, as we just saw, also implies a constant ratio of physical capital stock to GDP as the economy grows.

What about catch-up growth? In contrast to sustained growth, catch-up growth can result both from the accumulation of physical capital and human capital and from technological change. The nature of catch-up growth can be illustrated by the dynamic equilibrium path of an economy starting with a level of physical capital stock such as \( K_0 \) below its steady-state equilibrium \( K^* \), as depicted in Exhibit 7A.5. This dynamic equilibrium path represents the growth trajectory of an economy that is temporarily below its steady-state equilibrium or improves its technology and thus raises its steady-state equilibrium level of physical capital stock and GDP. This exhibit thus shows that, typically, such an economy will rapidly grow toward its steady-state equilibrium. Such rapid growth is a hallmark of the catch-up process as shown by the experiences of several countries depicted in Exhibits 7.4, 7.5, and 7.8.
Calculating Average (Compound) Growth Rates

Now let’s discuss how to calculate average growth rates by returning to Exhibit 7.4. Consider the United States. Its GDP per capita was $15,398 in 1960 and $41,365 in 2010 (in PPP-adjusted 2005 constant dollars). We can now compute the 50-year growth rate (between 1960 and 2010) as 168.64 percent, using the formula provided in the text. In particular, this number is obtained as

\[
\frac{41,365 - 15,398}{15,398} = 1.6864,
\]

corresponding to 168.64 percent growth.

One way of computing the average growth rate is to use the arithmetic average and divide this number by 50 to obtain the average annual growth rate. This would give an annual growth rate of 3.4 percent. The number in Exhibit 7.4 is different—2.00 percent. How is this number obtained, and why is it different?

The answer to this question is related to the importance of the exponential nature of growth, which we discussed earlier in the chapter. Suppose that an economy grows at the rate of \( g = 0.034 \) (that is, 3.4 percent) every year for 50 years. How much will its GDP per capita have gone up at the end of the 50 years? To compute this, we have to note that after one year its GDP per capita will have increased by \( 1 + g \). From the second to the third year, it will increase by another \( 1 + g \), so between the first and third years, it will have gone up by \( (1 + g)^2 \). Continuing with this reasoning, at the end of 50 years, its GDP per capita will have increased by \( (1 + g)^{50} \). If we take \( g = 0.034 \), we find that its GDP per capita will be 5.32 times higher at the end of the 50 years, which is considerably greater than the numbers for the United States. Instead, these numbers imply that at the end of the 50 years, U.S. GDP per capita was about 2.6864 times higher. (This number can be obtained simply as \( 41,365/15,398 = 2.6864 \), that is, GDP per capita in 2010 divided by GDP per capita in 1960, or you can note that it is \( 1 + 1.6864 \), where 168.64 percent was the growth rate of the U.S. economy between 1960 and 2010.)

By dividing the total growth between 1960 and 2010 by 50, we have ignored the cumulative effects of growth and overestimated the annual growth rate that would lead to the observed increase in GDP per capita.
This discussion also indicates that a more sophisticated way of computing the average annual growth rate is by using the geometric average. In this case, we would calculate the growth rate as

\[(1 + g)^{50} = 2.6864.\]

We can then use this equation to arrive at the correct average annual growth rate, \( g \). (More technically, we would invert this equation and compute \( g = 2.6864^{1/50} - 1 \).) This approximately gives the (average) annual growth rate as \( g = 0.020 \), as recorded in the exhibit. In most cases, using either the arithmetic or the geometric average to compute average growth rates gives similar answers, provided that we are looking at short periods. The reason why there is a sizable difference in this case is because we are considering a long period of time.

### Appendix Key Terms

- steady-state equilibrium  p. 196
- dynamic equilibrium  p. 198

### Appendix Problems

*Select problems are available in MyEconLab for practice and instructor assignment. Problems marked update with real-time data.*

A1. Draw the Solow growth model to answer the following questions.

a. What is the impact of a higher saving rate on GDP? Explain the process.

b. What is the impact of an increase in labor force on GDP? Explain the process.

A2. In the 1980s, the saving rate in Japan was extremely high. Gross savings as a percentage of GDP ranged between 30 and 32%. Can such a high saving rate lead to sustained economic growth? Use the Solow model to explain your answer.


A3. India’s GDP per capita increased from $310 in 1991 to $1,489 in 2012.


a. Calculate the arithmetic average annual rate of growth of the Indian economy during this period using the arithmetic average.

b. Calculate the geometric average annual growth rate of India during this period. How does the number you find differ from the number given in Exhibit 7.3? Speculate on what accounts for any difference.

A4. The appendix details the important distinction between arithmetic and geometric averages in determining growth rates.

a. Using the procedure outlined in the Appendix for geometric average growth rates (in the section titled “Calculating Average (Compound) Growth Rates,” see if you can reproduce the “Implied (average) annual growth” figures given in the last column of Exhibit 7.4 for the following countries: France, Singapore, Botswana, India and Kenya.

b. Using the procedure outlined in the Appendix for finding arithmetic average growth rates, calculate the arithmetic average growth rate for the five countries. Compare these with the rates you obtained in part a. Does the arithmetic average understate or overstate the actual growth rate? Explain.
If you look back at the map of GDP per capita of the world shown in Exhibit 6.2 in Chapter 6, you will notice a striking regularity: many of the poorest nations are close to the equator in the tropical and semitropical areas of the world. Conversely, countries in the temperate areas away from the equator are much more prosperous. The Democratic Republic of Congo, for example, is cut in the middle by the equator. In 2010, its GDP per capita adjusted for purchasing power was $241 (in 2005 constant dollars). Move up along the map all the way to the sixtieth parallel, and you will find Finland. In that same year, its GDP per capita was $32,989 (in 2005 constant dollars). You can do the same exercise for almost all countries around the equator. Move up the line of longitude to find the corresponding countries at the fortieth, fiftieth, or sixtieth parallels, and almost always you will see that the ones further away from the equator are considerably richer than the ones nearest it. This pattern has led many social scientists to conjecture that there is something particularly pernicious about the economic and
Proximate Versus Fundamental Causes of Prosperity

In Chapter 6, we documented the huge differences in GDP per capita and living standards across countries. You may recall the huge gap in GDP per capita between the United States and the Democratic Republic of Congo, Ghana, or Haiti. In that chapter, we emphasized how these gaps can be explained in terms of cross-country differences in physical capital, human capital, and technology.

Yet an explanation based on these causes alone immediately begs the question of why some countries have accumulated more physical capital, invested more in human capital, and developed and adopted better technologies than other countries. After all, if investing in physical and human capital and adopting cutting-edge technologies can lead to major improvements in GDP, wouldn’t all countries in the world wish to do so? Why isn’t the whole world as developed as the United States or West European nations?

These deeper questions make us realize that differences in physical capital, human capital, and technology are only proximate causes of economic performance. We call them proximate causes of prosperity because they link high levels of prosperity to high levels of the inputs to production, but without providing an explanation for why the levels of those inputs are high.

To get at the reasons why some countries are either unable or unwilling to invest in different amounts of physical capital, human capital, and technology, we have to dig deeper. Causation can be complex, as we discussed in Chapter 2. We sometimes have to see what lies beneath the surface to understand the true causes of an observed phenomenon. We refer to these underlying factors as the fundamental causes of prosperity, which are defined as those causes that are at the root of the differences in the proximate causes of prosperity. The relationship between the fundamental and the proximate causes of prosperity is shown in Exhibit 8.1.
To see the distinction between proximate and fundamental causes more clearly, it is useful to consider an analogy. Say you are experiencing some symptoms of flu—sore throat, fever, and headache—that might motivate you to take drugs, such as throat decongestants or aspirin. In this example, the proximate cause of why you take these drugs is that you have a sore throat, a high fever, and a headache. But the fundamental cause—the reason why you have the symptoms in the first place—is that you have the flu. The flu thus induces both the symptoms and your response of taking drugs. Similarly, if a country underinvests in human capital, physical capital, and/or technology, we should ask why. Both proximate and fundamental causes have to be considered for a complete understanding of why some nations are prosperous and others aren’t.

Although there are many different theories about the fundamental causes of poverty and prosperity—theories about why poorer nations around the world have worse technologies and do not invest in physical and human capital as much as rich ones—it is useful to classify them into three categories: theories of geography, culture, and institutions. We next describe these hypotheses and then discuss whether they are consistent with empirical evidence.

**Geography**

One approach, which we will refer to as the geography hypothesis, claims that differences in geography, climate, and ecology ultimately determine the large differences in prosperity across the world. According to this hypothesis, some countries have highly unfavorable geographical, climactic, or ecological circumstances that are outside of their control. Some are situated in areas where much of the soil may be inhospitable for agriculture, daytime temperatures are very high, or a lack of navigable rivers makes transport prohibitively costly. These conditions, some argue, make it impossible or unlikely for such countries to accumulate or effectively use the factors of production.

Many leading thinkers throughout the ages have advocated the geography hypothesis. One of its great proponents was the famous French philosopher Montesquieu, who argued that climate was a key determinant of work effort and thus prosperity. He wrote:

> The heat of the climate can be so excessive that the body there will be absolutely without strength. So, prostration will pass even to the spirit; no curiosity, no noble enterprise, no generous sentiment; inclinations will all be passive there; laziness there will be happiness. . . . People are . . . more vigorous in cold climates. The inhabitants of warm countries are, like old men, timorous; the people in cold countries are, like young men, brave.

Another major proponent of this view was Alfred Marshall, who was the first economist to write a book (just like ours) aimed at making the principles of economics accessible to a broad population of students. He stated:

> Vigor depends partly on race qualities: but these, so far as they can be explained at all, seem to be chiefly due to climate.

These views emphasizing the effect of climate on work effort and vigor are outdated (and sometimes tinged with racist overtones). But other versions of the geography hypothesis are still popular. Today, many believe that geographic characteristics determine the
technology available to a society, especially in agriculture. The economist Jeffrey Sachs has been a strong proponent of this view in his academic writings. Using it as the basis of his influential policy recommendations to the United Nations and the World Health Organization, Sachs, for example, argues:

By the start of the era of modern economic growth, if not much earlier, temperate-zone technologies were more productive than tropical-zone technologies. . . .

Jeffrey Sachs and others also argue that many parts of the world, particularly sub-Saharan Africa, are disadvantaged economically because infectious diseases, such as malaria and dengue fever, spread there more easily. When it is serious and widespread, an illness can indeed destroy a large amount of a country’s human capital.

If geography is the major fundamental cause of prosperity (or its absence), then the poor nations of the world have little reason to expect much improvement in living standards. They are permanently disadvantaged, and we should not expect them to catch up with the rest of the world and become economically developed anytime soon—or so the thinking goes.

Not all variations of the geography hypothesis are equally pessimistic. In some, large-scale investments in transport technology or disease eradication may partially redress these geographic disadvantages.

Culture

Another potential fundamental cause of differences in economic performance has to do with cultural differences. According to the culture hypothesis, different societies respond differently to incentives because of specific shared experiences, religious teachings, the strength of family ties, or unspoken social norms. Culture is viewed as a key determinant of the values, preferences, and beliefs of individuals and societies and, the argument goes, these differences play a key role in shaping economic performance. For example, some societies may have values that encourage investment, hard work, and the adoption of new technologies, while others may nurture superstition and suspicion of new technologies and discourage hard work.

The most famous link between culture and economic development was proposed by the German sociologist Max Weber, who argued that the origins of industrialization in Western Europe could be traced to Protestantism. In his view, the Protestant worldview was crucial to the development of a market economy and economic growth because it encouraged hard work and saving (and thus investment).

Another common version of the culture hypothesis contrasts the Anglo-Saxon culture of the United States and the United Kingdom, which is viewed as conducive to investment and the adoption of technology, with the supposedly less dynamic and more closed-minded Iberian culture of peoples with Spanish and Portuguese origins. Many social scientists have attempted to explain the contrast between North and South America in these terms.

Almost 20 years ago, the Harvard political scientist Samuel Huntington coined the term “clash of civilizations” to capture what he thought would be the defining conflict of the twenty-first century—the conflict between the West and Islam. More broadly, Huntington has supported the view that culture plays a central role in shaping prosperity. For example, his explanation for why South Korea grew rapidly in the twentieth century and Ghana did not summarizes his overall approach:

Culture had to be a large part of the explanation. South Koreans valued thrift, investment, hard work, education, organization, and discipline. Ghanaians had different values.

Of course, a society’s culture is not immutable: cultures change, though they do so slowly.

Institutions

A third potential fundamental cause for the differences in prosperity involves institutions, the formal and informal rules governing the organization of a society, including its laws and regulations. For example, economic historian Douglass North, who was awarded the Nobel
Prize in economics largely because of his work emphasizing the importance of institutions in the historical development process, offers the following definition of institutions: 7

Institutions are the rules of the game in a society or, more formally, are the humanly devised constraints that shape human interaction.

This definition captures three important elements that define institutions:

1. They are determined by individuals as members of a society.
2. They place constraints on behavior.
3. They shape behavior by determining incentives.

First, institutions are “humanly devised.” In contrast to geography, which is largely outside of human control, and culture, which changes very slowly, institutions are determined by man-made factors. That is, institutions do not just appear out of thin air, but develop due to the choices members of a society make over how to organize their interactions.

Second, institutions place constraints on individual behavior. On the positive side, institutions constrain the ability of an individual to steal from others or to walk away from debts that he has built up. On the negative side, they might prevent people from entering into occupations or opening new businesses. Such constraints need not be absolute. Individuals around the world break laws and skirt regulations every day. For example, Apple did not own a license to sell iPads in Taiwan in 2010, so selling the device was illegal. Through online auctions, however, people were able to purchase iPad cases for more than $1,000, which happened to include a “free” iPad. 8

Policies, regulations, and laws that punish or reward certain types of behavior will naturally have an effect on behavior. Though some citizens can circumvent a law that bans, for example, the adoption of certain technologies, such a law still discourages their adoption.

This observation leads us to the third important element in North’s definition— institutions affect incentives. The constraints that institutions place on individuals—whether formal constraints such as banning certain activities or informal ones discouraging certain types of behavior through customs and social norms—shape human interaction and affect incentives. In some sense, institutions, much more than the other candidate fundamental causes, are about the importance of incentives.

The institutions hypothesis claims that differences in institutions—that is, in the way societies have organized themselves and shaped the incentives of individuals and businesses—are at the root of the differences in prosperity across the world.

The institutions hypothesis maintains that the differences in the way that humans have chosen to organize their societies—differences that shape the incentives that individuals and businesses in the society face—are at the root of the differences in their relative prosperity. For example, when markets allocate individuals to the occupations in which their productivity is highest, laws and regulations encourage firms to invest in physical capital and technology and the educational system enables and encourages people to invest in their human capital, the economy will generate higher GDP and achieve greater prosperity than when its institutions fail to do so.

To sum up, the institutions hypothesis relies on the following chain of reasoning:

1. Different societies typically have different institutions.
2. These different institutions create different types of incentives.
3. The incentives help determine the degree to which societies accumulate the factors of production and adopt new technology.

The idea that the prosperity of a society depends on its institutions is not a new one. It goes back at least to Adam Smith, the father of economics, who, in The Wealth of Nations, emphasized the importance of markets in generating prosperity through the workings of the invisible hand and warned how constraints on markets—for example, in the form of restrictions on trade—could destroy such prosperity. 9

A Natural Experiment of History

The Korean peninsula is divided in two by the thirty-eighth parallel. To the south is the Republic of Korea, also known as South Korea. We saw in Chapter 7 how South Korea has had one of the fastest-growing economies in the last 60 years and has by now achieved living standards comparable to many countries in Europe.

To the north of the thirty-eighth parallel there is another Korea: the Democratic People’s Republic of Korea, or simply North Korea. Living standards in North Korea are similar to those in a sub-Saharan African country. The best estimate suggests that in 2010 GDP per capita (in PPP-adjusted 2005 constant dollars) was $1,612 in the North, making its
inhabitants worse off than the citizens of Sudan or Yemen. In contrast, in that same year GDP per capita (in PPP-adjusted 2005 constant dollars) in the South was $26,609. What explains these large differences? Could it be geography? Culture? Highly unlikely. The North and South share the same geography, essentially the same climate, the same access to the ocean, and the same disease environments. There are also no noticeable differences between their cultures, certainly not before 1947 when the country was split into two. Korea was at that point an unusually homogeneous country, both ethnically and culturally. If we were to believe that geography or culture were important factors in determining South Korea’s economic development after 1947, we would then expect a similar process of economic development in North Korea. Nothing of the sort happened.

In fact, the great disparities between the two nations did not exist before World War II when the two parts of Korea were united. They emerged only when the two were separated and adopted very different institutions.

The separation of Korea into two halves was not something to which its citizens willingly agreed. It was an outcome of a geopolitical deal between the Soviet Union and the United States, who agreed at the end of World War II that the thirty-eighth parallel would be the dividing line for their spheres of influence in Korea and set up different governments in the North and the South.

These governments adopted very different ways of organizing their economies. In North Korea, Kim II-Sung, a leader of anti-Japanese communist partisans during World War II, established himself as dictator. With the help of the Soviet Union, Kim II-Sung introduced a rigid form of communism, the Juche system. Resources in North Korea were allocated through central planning, private property was outlawed, and markets were banned. Freedoms were curtailed not only in the marketplace but also in every sphere of North Koreans’ lives—except for those that happened to be part of the very small ruling elite around Kim Il-Sung. This cronyism persisted under his son Kim Jong-II, who ruled until his death in 2011, and continues today under Kim Il-Sung’s grandson, Kim Jong-Un.

In the South, institutions were shaped by the Harvard- and Princeton-educated, staunchly anti-communist Syngman Rhee, with significant support from the United States. Though Rhee and his successor, General Park Chung-hee, were autocrats, they supported a market-based economy, providing incentives to businesses for investment and industrialization and investing in the education of South Koreans. South Korea did eventually become democratic in the 1990s and further liberalized its economy.

If institutions are a major determinant of economic prosperity, then the sharply divergent institutions of the two Koreas should have led to divergent economic fortunes. And that’s exactly what happened. Exhibit 8.2 shows how GDP per capita in North and

---

**Exhibit 8.2 GDP per Capita in North and South Korea (in PPP-adjusted 2005 Constant Dollars)**

The economic fortunes of North and South Korea, starting from parity in the 1940s when they were united, have diverged sharply. South Korea, with institutions mostly based on a market economy, has reached a high level of GDP per capita. In contrast, North Korea, under a communist dictatorship, has failed to grow and has less than 1/16th of the level of the GDP per capita of the South.

South Korea has sharply diverged over the last 60 years to arrive at the great disparities that we observe today.

The Korean case depicts what we often call a natural experiment or an experiment of history. A country was split in half by a military outcome. The two newly formed, culturally identical, and geographically similar countries proceeded to develop very different institutions. While the South remained a market economy, the North adopted a very rigid form of communist rule with little room for markets, private property, or entrepreneurship. The reason this episode approximates a natural experiment is that while institutions were changing in this radical way, geography and culture remained largely unchanged. It was the changes in institutions that led to massive changes in economic prosperity, as shown in Exhibit 8.2. The Korean example thus provides strong support for the institutions hypothesis (but it does not provide direct evidence against geography and culture because these were held fixed in this comparison).

8.2 Institutions and Economic Development

Teenagers in South Korea grow up just like us. Many obtain a good education, and face incentives that encourage them to exert effort and excel in their chosen vocation. South Korea is a market economy. South Korean teenagers know that, if successful, one day they can enjoy the fruits of their investments and efforts. They can buy computers, clothes, cars, houses, and healthcare. They can start businesses and bequeath their property to their offspring.

This is in large part because the South has well-enforced private property rights, meaning that its citizens can hold property like businesses, houses, cars, and many other things without fearing that the government or anyone else will arbitrarily take it away. Just as in the United States, if you own a business in South Korea, you know that the income it generates is yours, other than the taxes you pay, which are often used to provide public goods and services valued by the citizens of the country. Your property is well protected because the state upholds law and order, and if you write business contracts, the courts enforce them. It is possible for entrepreneurs to borrow money from banks and financial markets, for foreign companies to enter into partnerships with South Korean firms, and for individuals to obtain mortgages to buy houses.

Teenagers in North Korea face vastly different lives from those in the South. They grow up in poverty, without high-quality education to prepare them for skilled work or entrepreneurship. Much of the education they receive at school is pure propaganda about foreign threats against North Korea and the benevolent leadership of their supreme leader and the North Korean military. But these teenagers know that they will not be able to own property, start businesses, or make much money because there is no private property in North Korea. They also know that they will not have access to markets where they can deploy their skills or use their earnings to purchase the goods that they need and desire.

These different rules are part of the institutions under which North and South Koreans live.

Inclusive and Extractive Economic Institutions

The enforcement of private property rights, which differs so sharply between South and North Korea, is one aspect of what we refer to as economic institutions. Economic institutions are those aspects of a society’s rules that concern economic transactions. Besides the protection of property rights, economic institutions include such things as the functioning and impartiality of the judicial system, the financial arrangements that determine how individuals and businesses can borrow money, and the regulations that shape how costly it is to enter into a new line of business or a new occupation.

When a society’s economic institutions provide secure property rights, set up a judicial system that enforces contracts and upholds the law, allow private parties to sign contracts for economic or financial transactions, maintain relatively open and free entry into different businesses and occupations, and enable people to acquire the education and skills...
Inclusive economic institutions protect private property, uphold law and order, allow and enforce private contracts, and allow free entry into new lines of business and occupations.

Extractive economic institutions do not protect private property rights, do not uphold contracts, and interfere with the workings of markets. They also erect significant entry barriers into businesses and occupations.

Political institutions are the aspects of the society’s rules that concern the allocation of political power and the constraints on the exercise of political power.

to take part in such businesses and occupations, we say that they are inclusive economic institutions. The economic institutions in South Korea approximate these types of inclusive economic institutions. They are inclusive in the sense that they encourage the participation of the great majority of the population in economic activities in a way that best makes use of their talents and skills.

As we have seen, inclusive economic institutions do not describe the situation in North Korea. Economic institutions to the north of the thirty-eighth parallel fail to enforce property rights or contracts, erect prohibitive entry barriers, and all but destroy the workings of the markets. We refer to such arrangements as extractive economic institutions. This terminology stems from the fact that such institutions are often shaped by those who control political power to extract resources from the rest of the society. Extractive economic institutions are not just associated with communist North Korea. Societies ruled by monarchs, dictators, and juntas as well as several that hold elections for their parliaments and presidents have had, and still have, extractive economic institutions. In fact, most societies throughout history have had economic institutions that are closer to the extreme extractive economic institutions of North Korea than to the ideal of inclusive economic institutions we have defined here.

Examples of market economics that have extractive economic institutions include former Soviet republics, such as Azerbaijan, Turkmenistan and Uzbekistan, Myanmar, and Pakistan in Asia, Argentina, Guatemala, and Peru in Latin America, and the Democratic Republic of Congo, Egypt, and Kenya in Africa. Even if the specific forms of these institutions differ from the extreme form of central planning in North Korea, they share the fact that they fail to enforce property rights and instead privilege a few at the expense of the many.

Extractive economic institutions do not exist in a vacuum. It is no accident that North Korea is a repressive dictatorship. Without the political elite’s tight control of the state, North Korea would not be able to maintain a system that condemns tens of millions to poverty. This meshing of political and economic power underscores the important role of political institutions, which determine who holds political power and what types of constraints exist on the exercise of that power. Extractive economic institutions tend to be supported by certain types of political institutions, which concentrate political power in the hands of the political elite and put little constraint on how political power can be used. Similarly, inclusive economic institutions tend to coexist with different types of political institutions, which tend to distribute political power more equally in society so that no single individual or group is able to use that political power for its own benefit at the expense of the rest of society.

How Economic Institutions Affect Economic Outcomes

The contrast between South Korea and North Korea, and between Austria and Czechoslovakia discussed in the next Letting the Data Speak box, illustrates a general principle: inclusive economic institutions foster economic activity, productivity growth, and economic prosperity, while extractive economic institutions generally fail to do so.¹⁰ Property rights are central to this principle because only those who have secure property rights will be willing to invest and increase productivity. A farmer who expects his output to be expropriated—meaning stolen, taken away, or entirely taxed away—will have little incentive to work, let alone any incentive to undertake investments and innovations. Extractive economic institutions distort incentives in exactly this fashion. Farmers, traders, businessmen, and workers will be discouraged from investing and producing when they have no property rights. On top of that, firms will not be able to form the trust-based relationships that are necessary to productively do business when private contracts are worth little more than the paper they are written on or when some contractual agreements are banned outright. Finally, because they erect market entry barriers rather

¹⁰ Property rights are central to this principle because only those who have secure property rights will be willing to invest and increase productivity. A farmer who expects his output to be expropriated—meaning stolen, taken away, or entirely taxed away—will have little incentive to work, let alone any incentive to undertake investments and innovations. Extractive economic institutions distort incentives in exactly this fashion. Farmers, traders, businessmen, and workers will be discouraged from investing and producing when they have no property rights. On top of that, firms will not be able to form the trust-based relationships that are necessary to productively do business when private contracts are worth little more than the paper they are written on or when some contractual agreements are banned outright. Finally, because they erect market entry barriers rather
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than create an environment that would encourage entry, extractive economic institutions tend to support inefficient firms and prevent entrepreneurs with new ideas from entering into the right lines of business and workers from working in occupations to which their skills are best suited.

Exhibit 8.4 is helpful for illustrating why extractive economic institutions discourage economic activity. There, in a hypothetical economy, we rank potential entrepreneurs in descending order according to the return they will make if they enter and start a business.

Between 1948 and 1989, citizens of Central and Eastern European countries, just like those of North Korea, lived under a communist dictatorship. Large, state-owned enterprises were the norm in these economies. These firms did not compete in the market but instead worked toward arbitrary targets set by Communist Party officials (which they almost always failed to meet). As a consequence, shortages of food and consumer goods were common. In a market economy, companies that fail to motivate workers, produce goods of reasonable quality, or meet their production targets are ultimately driven out of the market. But state-owned enterprises under communism did not have to worry about competition or about being driven out of the market, because there was no competition, and it was the state that set prices and footed the bill if these enterprises lost money.

In 1948, Austria and Czechoslovakia, two neighbors in central Europe, each had GDP per capita of about $4,000. But in Czechoslovakia, farms were subsequently taken forcibly from their owners and collectivized, a command economy was established, and political freedoms that existed before World War II were abolished. In Austria, a market system, along with economic institutions much more inclusive than those in communist Eastern Europe, flourished. The consequences were similar to what we have seen in the case of North and South Korea. Not surprisingly, Czechoslovakia kept falling behind its neighbor, Austria, for 40 years.

The two countries, which had very similar histories, geographies, and cultures, had achieved vastly different levels of prosperity by 1989 when the communist regime finally collapsed. Those Central and Eastern European societies that had been under communist rule transitioned to democracy and a market economy, became more inclusive, and started to grow rapidly as the share of the private sector in the economy increased from 5 percent to 80 percent. Exhibit 8.3 shows the divergence between Austria and Czechoslovakia during the communist period and the convergence that started after Czechoslovakia transitioned to a market economy in the 1990s.

Divergence and Convergence in Eastern Europe

Between 1948 and 1989, citizens of Central and Eastern European countries, just like those of North Korea, lived under a communist dictatorship. Large, state-owned enterprises were the norm in these economies. These firms did not compete in the market but instead worked toward arbitrary targets set by Communist Party officials (which they almost always failed to meet). As a consequence, shortages of food and consumer goods were common. In a market economy, companies that fail to motivate workers, produce goods of reasonable quality, or meet their production targets are ultimately driven out of the market. But state-owned enterprises under communism did not have to worry about competition or about being driven out of the market, because there was no competition, and it was the state that set prices and footed the bill if these enterprises lost money.

Exhibit 8.3 GDP per Capita in Austria and the Neighboring Czechoslovakia since 1948 (in PPP-adjusted 2005 Constant Dollars)

Starting from approximately the same level of GDP per capita, the economies of Czechoslovakia and Austria diverged after 1948 while subject to different economic and political institutions. Following the collapse of communism and subsequent transition to a market economy, first Czechoslovakia, and subsequently the newly formed nations of Czech Republic and Slovakia after its dissolution in 1993, started growing rapidly and closing the gap with Austria.

Exhibit 8.4 How Extractive Economic Institutions Reduce the Number of Entrepreneurs

Panel (a): The return-to-entrepreneurship curve shows the number of entrepreneurs with at least the return indicated on the vertical axis. It is obtained by ranking potential entrepreneurs from higher to lower return to entrepreneurship. The opportunity cost schedule indicates the value to a potential entrepreneur of her best alternate activity. The intersection of the two curves gives the equilibrium number of entrepreneurs. For example, in panel (a), all potential entrepreneurs with return greater than or equal to $50,000 choose entrepreneurship.

Panel (b): Extractive economic institutions shift the return-to-entrepreneurship curve to the left, as shown in panel (b). Two reasons this shift might occur are the following: first, weak property rights prevent entrepreneurs from capturing their full returns, and second, with a lack of legal backup, entrepreneurs cannot easily form reliable contracts with business partners, which can reduce profitability by making supplies more expensive and revenues more precarious.

Panel (c): Extractive economic institutions also shift the opportunity cost schedule upward because they erect entry barriers that make entry into entrepreneurship more expensive. Panel (c) shows the overall impact of extractive economic institutions on the equilibrium number of entrepreneurs resulting from a leftward shift of the return-to-entrepreneurship schedule and an upward shift of the opportunity cost schedule.
The return-to-entrepreneurship curve in the exhibit (shown in blue) plots these returns. The vertical axis shows the return, while the horizontal axis depicts the number of entrepreneurs who have at least the given rate of return (or higher).

To understand how the figure works, consider point A in panel (a). The vertical axis shows that we are looking at a return to entrepreneurship of $75,000. The horizontal axis, in turn, indicates that the number of entrepreneurs with at least this return to entrepreneurship is 500. As we consider a point with a lower return to entrepreneurship, such as point B, which corresponds to a return of $25,000, naturally there will be more entrepreneurs with at least this return—in this exhibit, 900 of them. This is because, in addition to the 500 entrepreneurs with a return greater than $75,000, there are also 400 entrepreneurs with a return between $25,000 and $75,000, so the total number of entrepreneurs with a return greater than or equal to $25,000 is 900. This reasoning immediately implies that the return-to-entrepreneurship curve is downward-sloping—as we consider a lower return, there will be more entrepreneurs with at least that return.

The horizontal line in red shows the opportunity cost of entrepreneurship, which is assumed to be the same for all potential entrepreneurs. This could be, for example, how much they would earn if they were to choose another occupation.

Panel (a) of the exhibit considers the general question of entry into entrepreneurship, which is determined by whether one’s returns to entrepreneurship are above or below one’s opportunity cost. Consider an entrepreneur in panel (a) with a return given by point A, whom we will call Entrepreneur A. Because this point is above the horizontal line, this individual has a greater return from entrepreneurship ($75,000) than her opportunity cost, which is at $50,000 in this exhibit. Therefore, she will choose to become an entrepreneur. On the other hand, an entrepreneur with a return given by point B (Entrepreneur B) will not do so because this point is below the horizontal line, and thus the return ($25,000) falls short of her opportunity cost ($50,000). This reasoning establishes that there will be entry into entrepreneurship until the point marked E₁ is reached. At this point, the return to entrepreneurship and the opportunity cost are both $50,000, so any additional entrepreneur will be indifferent between entering into or exiting entrepreneurship. Thus, point E₁ determines the equilibrium level of entrepreneurship in our economy.

How do extractive economic institutions change this picture? First consider the implications of insecure property rights, which are investigated in panel (b). Under insecure property rights, an entrepreneur will not be able to capture all of the returns that he or she creates; for example, the government or some other group may expropriate the returns of his or her enterprise. Suppose, for example, that insecure property rights imply that Entrepreneur A will be able to keep only $25,000 out of her $75,000 return, and that the remaining $50,000 will be expropriated or paid as bribes. Because all entrepreneurs similarly can keep less of what they make under insecure property rights, the return-to-entrepreneurship schedule will shift to the left. Entrepreneur A also illustrates how extractive economic institutions affect overall entrepreneurship in the economy. This individual’s return to entrepreneurship, $75,000, was initially above the opportunity cost schedule. But with insecure property rights, she can make only $25,000, which is less than her opportunity cost of $50,000, as indicated by the fact that the new point describing Entrepreneur A’s situation, point A’, now lies below the opportunity cost line.

We can then see that as a result of the shift, the new equilibrium will be at point E₂, which involves strictly less entrepreneurship. Less entrepreneurship implies less business creation, less technology adoption, lower returns to education and capital accumulation, and therefore a lower level of GDP. Thus one effect of extractive economic institutions, working in this instance through insecure property rights, is to reduce entrepreneurship and GDP.

Extractive economic institutions distort economic activity not only by creating insecure property rights but also by making it more costly or impossible to write contracts with suppliers, to borrow money, or to use the courts to uphold business arrangements. For example, say that an entrepreneur would make $75,000 if she could engage the right supplies for her business. But without courts to uphold her contracts, she cannot make the deals necessary for obtaining supplies, and this lack of legal backup will reduce her returns from entrepreneurship by $50,000. These effects will also shift the return-to-entrepreneurship schedule to the left, as shown in panel (b), with the same result of depressing entrepreneurship and GDP in the economy.
Finally, extractive economic institutions can create entry barriers, preventing otherwise profitable businesses from being founded, and may also encourage entrepreneurs to engage in other, nonproductive activities rather than entrepreneurship (for example, joining the underground economy). These factors thus increase the opportunity cost of entrepreneurship, as shown in panel (c) of the exhibit. Using the same numerical example as in panel (b), we can see that without entry barriers, entrepreneurs who can generate returns greater than $50,000 will open businesses (see the light red line on the graph). But if each entrepreneur also has to get a license that costs $25,000, only entrepreneurs who have returns greater than $75,000 will find it profitable to enter (see the dark red line on the graph, now shifted upward). We interpret this additional $25,000 as shifting the opportunity cost upward because it is a cost that entrepreneurs have to pay before they enter, therefore making their second-best alternative more attractive by $25,000. Thus panel (c) of the exhibit simultaneously shows two possible implications of extractive economic institutions:

1. By creating insecure property rights and limiting legal backup, they make entrepreneurship less profitable and shift the return-to-entrepreneurship schedule to the left.

2. By erecting entry barriers, they make entry more costly and shift the opportunity cost schedule upward.

The resulting equilibrium, shown at E3, now corresponds to even less entrepreneurship. As before, an economy at point E3, with less entrepreneurship, will have lower prosperity than point E1 because—as more potential entrepreneurs are discouraged—investment, business creation, and technological development are held back, and the economy generates a lower level of GDP.

The Logic of Extractive Economic Institutions

Exhibit 8.4 shows how extractive economic institutions tend to reduce entrepreneurship and economic activity, thus adversely affecting economic outcomes. It clarifies how there may be large differences in prosperity between two otherwise similar societies that differ in terms of their institutions—one having inclusive economic institutions similar to those in South Korea, and the other one having extractive economic institutions as in North Korea.

But why would a society adopt extractive economic institutions in the first place, particularly as they seem to lead to relative poverty and a lack of economic development? It might seem obvious that everyone should have an interest in creating the type of economic institutions that will bring prosperity. Wouldn’t every citizen, every politician, and even a predatory dictator want to make their countries as wealthy as they could?

Unfortunately for the citizens of many countries in the world, the answer is no. To understand why, we turn to a concept first proposed by the famous Austrian economist Joseph Schumpeter. Schumpeter emphasized the notion of creative destruction as a central element of technological change. Creative destruction refers to the process in which new technologies replace old ones, new businesses replace old ones, and new skills make old ones redundant. The process of creative destruction implies that technological change, which, as we saw in Chapter 7, is the main driver of economic growth, also creates economic losers as it replaces otherwise profitable firms or technologies with new ones. Because creative destruction is an inseparable part of the process of technological change and economic growth, there will be firms and individuals that will lose as a result of this process and will be opposed to it, and this opposition to technological change can provide support for the continuation of extractive economic institutions.

Extending Schumpeter’s ideas, we can also introduce the notion of political creative destruction, which refers to the process in which economic growth destabilizes existing regimes and reduces the political power of rulers. This might be because new technologies will also bring new actors on the scene who will make political demands, or because new economic activities may fall outside of the control of existing rulers. If the process of economic growth is also associated with political creative destruction, then we would expect that the politically powerful who fear losing their privileged positions will be opposed to this process.

In the context of North Korea, for example, the communist elites are powerful and enjoy a privileged position. The current leader, Kim Jong-Un, and his cronies could open up the
A key technology fueling the process of economic growth during the nineteenth century was the railroad. Rapid railway construction reduced transport costs and permitted greater and cheaper trade within and between countries. By 1860, Britain had laid 9,073 miles of railways, Germany 6,890 miles, and the United States 30,626 miles.

While many countries were investing in railways rapidly, two of the most powerful empires in continental Europe—Russia and Austria-Hungary—did not. Russia started doing so only after its bitter defeat in the Crimean war in 1856. Even in the early twentieth century, the number of railway journeys per inhabitant per year was 21.9 in Britain, but only 1.7 in Central and Eastern Europe.

Why did Russia and Austria-Hungary not invest in railways?

The answer is related to political creative destruction. The monarchs in both countries feared that railways and the accompanying process of industrialization would undermine their power and destabilize their regimes. For example, Francis I, who ruled Austria-Hungary in the early nineteenth century, and his right-hand man, Klemens von Metternich, were opposed to industrialization and railways. When the English philanthropist Robert Owen tried to convince the government of Austria-Hungary that some social reforms were necessary to improve the living standards of the citizens, one of Metternich’s assistants, Frederick Gentz, replied:

"We do not desire at all that the great masses shall become well off and independent. . . . How could we otherwise rule over them?"

This attitude is likely what made Francis I and Metternich oppose railway construction because it would make their subjects more difficult to rule.

Inclusive Economic Institutions and the Industrial Revolution

We saw in Chapter 7 how the process of technological change gathered speed during the Industrial Revolution in Britain, which first involved a series of major innovations in textiles that then spread to other areas—for instance, resulting in the famous advances in the steam engine, which laid the foundation of modern production as well as the railroad.

This was also the view of Nikolai I, who ruled the Russian Empire between 1825 and 1855. He thought that the railways were the harbinger of worker unrest, industrial demands, and instability, so he opposed them. Austria-Hungary and Russia thus blocked technology adoption and economic development because they feared the political instability that they would bring.

The blocking of productive technologies is not something that just happened in history. The Internet is one of the most important technologies of today and offers a huge amount of information to individuals and firms, as well as a platform for the expression of ideas and media. But according to the organization Reporters Without Borders, Bahrain, Belarus, Myanmar, Cuba, Iran, North Korea, Saudi Arabia, Syria, Turkmenistan, and Uzbekistan seriously curtail the use of the Internet or suppress online expression. As was the case with Russia and Austria-Hungary in the nineteenth century, oftentimes these policies are related to political creative destruction: limiting the content that can be accessed online is a strategy to control dissent and maintain political power.

Inclusive Economic Institutions and the Industrial Revolution

We saw in Chapter 7 how the process of technological change gathered speed during the Industrial Revolution in Britain, which first involved a series of major innovations in textiles that then spread to other areas—for instance, resulting in the famous advances in the steam engine, which laid the foundation of modern production as well as the railroad.

A key technology fueling the process of economic growth during the nineteenth century was the railroad. Rapid railway construction reduced transport costs and permitted greater and cheaper trade within and between countries. By 1860, Britain had laid 9,073 miles of railways, Germany 6,890 miles, and the United States 30,626 miles.

While many countries were investing in railways rapidly, two of the most powerful empires in continental Europe—Russia and Austria-Hungary—did not. Russia started doing so only after its bitter defeat in the Crimean war in 1856. Even in the early twentieth century, the number of railway journeys per inhabitant per year was 21.9 in Britain, but only 1.7 in Central and Eastern Europe.

Why did Russia and Austria-Hungary not invest in railways?

The answer is related to political creative destruction. The monarchs in both countries feared that railways and the accompanying process of industrialization would undermine their power and destabilize their regimes. For example, Francis I, who ruled Austria-Hungary in the early nineteenth century, and his right-hand man, Klemens von Metternich, were opposed to industrialization and railways. When the English philanthropist Robert Owen tried to convince the government of Austria-Hungary that some social reforms were necessary to improve the living standards of the citizens, one of Metternich’s assistants, Frederick Gentz, replied:

"We do not desire at all that the great masses shall become well off and independent. . . . How could we otherwise rule over them?"

This attitude is likely what made Francis I and Metternich oppose railway construction because it would make their subjects more difficult to rule.

Inclusive Economic Institutions and the Industrial Revolution

We saw in Chapter 7 how the process of technological change gathered speed during the Industrial Revolution in Britain, which first involved a series of major innovations in textiles that then spread to other areas—for instance, resulting in the famous advances in the steam engine, which laid the foundation of modern production as well as the railroad.
Economic historians have long debated why the Industrial Revolution took place in Britain rather than in France or some other European nation or in China, and why it started in the second half of the eighteenth century instead of some other time in history.

A complex social and economic process such as the Industrial Revolution seldom has a single cause. Economic historians have come up with scores of explanations for why it occurred. Despite this variety, though, many of these explanations either depend on Britain’s relatively inclusive economic institutions or simply take them as given. This is because it would be next to impossible to imagine how the Industrial Revolution could have taken place in Britain without such inclusive economic institutions. The defining characteristic of the Industrial Revolution was that new technologies were being developed and implemented by businessmen for profit. Without secure property rights, these businessmen would not have been encouraged to seek and undertake such innovations. The innovations were profitable, in turn, because Britain already had a well-developed market system, and those who could adopt new technologies to improve quality and reduce costs in textiles and other areas could reach a larger market and make sizable profits.

Britain also had a patent system that allowed the inventors of new technologies to protect their property rights not only in tangible assets but also in ideas. In fact, the protection of new ideas and innovations, just like the protection of other economic assets, was a major impetus to innovation and technological change in Britain.

Britain, in contrast to many other countries in the eighteenth century, also allowed relatively free entry into different lines of business. Although different interests tried to block entry of competitors and were sometimes successful in this endeavor (as when woolen manufacturers temporarily convinced Parliament to ban cotton imports), these entry barriers were often short-lived. By international standards, Britain gradually created a much more level playing field for its potential businessmen. These institutional features of British society were the key prerequisites for the Industrial Revolution.

Notably, British economic institutions were also supported by the appropriate political institutions. The development of these economic institutions was preceded by major political reforms, in particular the Glorious Revolution of 1688, which introduced a constitutional monarchy and considerable constraints on the political powers of the monarch. The political institutions enshrined in the Glorious Revolution and further developed in the subsequent century were the bulwarks upon which the inclusive economic institutions that underpinned the Industrial Revolution were built.

Evidence-Based Economics

Q: Are tropical and semitropical areas condemned to poverty by their geographies?

How do we determine whether tropical geographic conditions condemn a nation to poverty? We cannot do this by varying a nation’s geography and seeing whether this affects its long-run economic development because, by definition, geographic conditions are largely immutable.

To gauge the importance of geographic factors in differences in prosperity and poverty, we can look at whether countries with the same geographic conditions have significantly changed their relative prosperity as their institutions have changed. We have already seen one example of the profound effect of institutions on prosperity in this chapter: North Korea and South Korea. In this section, we answer our opening question by looking at another interesting historical episode.

Europeans came to dominate much of the world starting in the late fifteenth century after they went around the southern end of Africa to reach the Indian Ocean and they discovered the New World. These events led to the process of colonization, in which European nations built new colonies around the world and came to conquer many...
existing empires and states. Many of the non-European parts of the world were under their command at one point or another during the 500 years between the end of the fifteenth century and the middle of the twentieth century.

Europeans set up very different institutions in various parts of the world. We in the United States live in a former European colony, and the strength of our institutions today has a lot to do with the fact that Europeans set up a very different system in North America than in other colonies. Political participation quickly became relatively broad in North America and, equally importantly, production came to be supported by fairly inclusive economic institutions. Small agricultural holders were the main producers in the early stages of the American colonies. Though many Europeans first came to North America as indentured servants who were obliged to supply their labor at a very low wage to those who brought them to the new continent, they soon largely acquired economic and political rights and became citizens with relatively secure property rights.

The situation could not have been more different in other colonies. Like North America, Barbados and Jamaica were British colonies. But the British did not set up inclusive economic institutions in these islands. Rather, they developed as clear exemplars of extractive economic institutions: they were plantation economies, with a small minority dominating a majority brought over as slaves from Africa. Slaves had no political rights and essentially no economic rights. They were forced to work for very long hours. Their situation was so terrible that many of them died from the onerous work and the unsanitary conditions in which they were kept. These people could not effectively defend their interests because under the law of the land, the plantation owners controlled all of the power and all of the guns.

These types of extractive economic institutions were not just confined to the Caribbean islands, where the majority of the population consisted of imported slaves. The living conditions of the native population areas that now correspond to Mexico, Guatemala, Peru, and Bolivia were only a little better. The descendants of the Mayas, Incas, and Aztecs were stripped of all rights (not that they had many before the Europeans arrived) and were forced to work in mines and on agricultural estates for low wages and under violent threats. These people also did not have any political representation, and their property rights were far from secure.

In sum, Europeans set up widely different economic institutions. In some places, they were inclusive; in others, highly extractive. Given this variation in institutions, we can try to evaluate whether it is the institutions that matter or whether some parts of the world are condemned to poverty by their geography. In particular, we can achieve this by examining how relative prosperity has changed after European colonization in different areas that were part of the European empire.

But there is a problem. How do we measure the GDP per capita and prosperity of places 500 years ago? Today, we can use the national income accounts, as we saw in Chapter 5. But the inhabitants of the Caribbean islands or the Aztecs and the Incas, let alone the Native Americans occupying the North American plains, did not have national income accounts.

Fortunately, we can use measurements of urbanization (the fraction of the population living in urban centers with 5,000 or more inhabitants) as a fairly good proxy for measuring the prosperity of a nation. This is because only countries that can generate sufficient agricultural surplus and develop a transportation and trading network to bring this surplus to cities can support a large urban population. Much historical evidence documents a causal relationship between urbanization and prosperity. Even in the late twentieth century, when many nations around the world had long been industrialized, there was still a very strong association between GDP per capita and urbanization.
Exhibit 8.5 The Relationship Between Urbanization and GDP per Capita in 2010

This exhibit shows the relationship between urbanization (as measured by the fraction of the population living in urban centers with more than 5,000 inhabitants) and GDP per capita (in PPP-adjusted 2005 constant dollars) in 2010 together with the best-fit line. It suggests that even today, urbanization is a good proxy for prosperity.

Exhibit 8.5 shows this relationship in 2010. On the vertical axis, we have GDP per capita (in PPP-adjusted 2005 constant dollars) and on the horizontal axis, we have the fraction of the population living in urban centers with 5,000 or more inhabitants. The exhibit shows that even today there is a fairly strong positive association between urbanization and GDP per capita.

Exhibit 8.6 shows the relationship between urbanization in 1500, estimated from various historical sources, and GDP per capita today. The remarkable thing that the exhibit reveals is what we call “the reversal of fortune,” as shown by the best-fit line in this figure. This reversal differs from the pattern of persistent prosperity that we are generally used to seeing around the world. As we saw in Chapter 7, most of the countries that are rich today are those that were rich 50 years ago or even 100 years ago. Thus, holding all else equal, we expect to see the persistence of relative prosperity over time. We would therefore expect areas that were highly urbanized centuries ago to still be the ones that are relatively prosperous today, even if some of their advantage may have been eroded.

But Exhibit 8.6 shows something very different. The areas that were relatively more urbanized in 1500, and thus relatively more prosperous, today are generally poorer. In 1500, places like Mexico, Peru, North Africa, and India were relatively more prosperous than the parts of North America that were later to become the United States and Canada, Australia, New Zealand, and Argentina, which were sparsely populated and scarcely urbanized. Today, the picture has changed. There is a sharp reversal.

Admittedly, Exhibit 8.6 uses a limited sample that excludes sub-Saharan African countries, for which we do not have urbanization data in 1500. But we can extend the sample by using another proxy. The same reasoning that led to the use of urbanization rates as a proxy for prosperity also suggests that we can use population density as a proxy. Only areas with sufficient agricultural surplus, a developed trading and transport structure, and sufficiently healthy living conditions can support a high population density. We therefore adopt this approach in Exhibit 8.7 to include data from places like sub-Saharan Africa. Even with this larger sample, the reversal of fortune persists: areas that were relatively more prosperous as measured by their population density in 1500 are today relatively less prosperous.

Sources: Data from Penn World Table (2010) and World Bank DataBank: World Development Indicators (2010). Alan Heston, Robert Summers and Bettina Aten, Penn World Table Version 7.1, Center for International Comparisons of Production, Income and Prices at the University of Pennsylvania (Nov 2012).
**Exhibit 8.6 The Reversal of Fortune Using Urbanization**

The former European colonies that were more prosperous in 1500, before European colonization, as proxied by their level of urbanization, are relatively less prosperous today. This can be shown by the negatively sloped best-fit line for the relationship between urbanization (fraction of the population living in towns with more than 5,000 inhabitants) in 1500 and GDP per capita in 2010. This reversal of fortune is strong evidence against the geography hypothesis because the relative prosperity of these nations has changed greatly while potential geographic determinants of prosperity haven’t.


**Exhibit 8.7 The Reversal of Fortune Using Population Density**

There is also a strong negative relationship between population density in 1500, another potential proxy for prosperity before European colonization, and prosperity today. Colonized areas that were capable of supporting larger populations (per acre of arable land) in 1500 are less prosperous today. This pattern is another piece of evidence against the geography hypothesis and is consistent with the role of institutions in shaping prosperity. That is, the reversal in the relative rankings of countries by prosperity since 1500 is largely a result of the fact that Europeans set up more extractive economic institutions in colonies that had greater population densities.

Understanding the Reversal of Fortune

How do we explain this reversal of fortune? One possibility could have been to appeal to geography. In fact, if we had found that places such as Mexico, India, and sub-Saharan Africa were much poorer than North America and Australia 500 years ago, it may have been plausible to think that these differences were due to geography. It could have been argued that agriculture was more productive in the temperate soils of North America and Australia than in the semitropical soils of Peru or India, and these differences were the reason why North America and Australia were richer than South America and South Asia.

But the pattern in the data shows the opposite. Five hundred years ago, many parts of South America, South Asia, North Africa, and sub-Saharan Africa were more developed than North America, Australia, and New Zealand, but today they are much poorer. Thus a geographic explanation cannot account for the patterns that we are seeing in Exhibits 8.6 and 8.7. Geographic conditions are fixed. Therefore, if the geographic conditions of Peru, India, the Caribbean, and African nations condemn them to low agricultural productivity and poverty, we should see that same poverty in 1500 as well as today. But the fact that these places were relatively more prosperous back then suggests that we must look to what actually changed between 1500 and today to understand the root of their reversal of fortune. And what changed was not these countries’ geography but their institutions after European colonization.

To be fair, one could come up with more sophisticated geographical hypotheses that could account for such a reversal. For example, we could argue that geography has a time-varying effect. Perhaps the geographic characteristics that were conducive to economic growth in 1500 have become a burden.

Although this supposition is, in theory, possible, it is not plausible in practice. Today, most countries’ wealth is generated by industry, trade, and services. And these are precisely the kind of economic activities that depend less on climate and more on institutions. Diseases matter today, but we are much better at controlling them, and many semitropical areas have been able to eradicate deadly diseases such as malaria. Thus, if anything, geographic handicaps such as poor soil quality, a worse disease environment, and more adverse transport conditions should have mattered much more 500 years ago than today. To the extent that sub-Saharan Africa and the tropical parts of Asia and Latin America have adverse geographic conditions, these should have disadvantaged them 500 years ago, not today. If such a sophisticated geography hypothesis were correct, today we should see them having a comparative advantage in industry and trade (the very opposite of what we see, where these poor nations are still largely agricultural).

These observations lead us to conclude that geographic characteristics are not the main reason why tropical and semitropical parts of the world are today much poorer than North America and Australia.

Instead, we can view the reversal of fortune as the consequence of an institutional reversal in the sense that Europeans established more extractive economic institutions in places that were previously more developed and set up more inclusive economic institutions in places that were previously less developed. This pattern resulted from a simple logic. European colonialism was driven by a profit motive, and in places where Europeans encountered relatively developed civilizations, it was profitable for them to set up extractive economic institutions to funnel gold, silver, and agricultural surplus to their countries and to themselves. Most importantly, they were able to use the labor in these relatively densely populated areas to achieve their objectives, often taking over the existing institutions of the empires they dominated and setting up their own extractive economic institutions.

In contrast, in areas where they did not encounter such developed civilizations and the land was sparsely settled, such as North America, Europeans themselves went in to colonize and develop institutions under which they themselves would live. They had the incentives and the ability to structure these institutions in a more inclusive fashion. As a result, the lands of the former Aztec and Inca empires—Mexico, Peru, and their surroundings—ended
Inclusive economic institutions are at the root of the wealth of nations.

**Question**

Are tropical and semitropical areas condemned to poverty by their geographies?

**Answer**

No. Many of these countries were relatively more prosperous 500 years ago than countries further from the equator that have become prosperous today. This reversal of fortune is not a reflection of changing geographic features but of different institutional structures (extractive versus inclusive) being imposed during European colonization.

**Data**

Urbanization rates and data on population density in the 1500s and data on GDP per capita and urbanization rates in 2010.

**Caveat**

The evidence presented here does not deny that geographic factors could play a role in economic development. Rather, it suggests that these are not the main cause of the poverty of tropical and semitropical areas today.

---

## 8.3 Is Foreign Aid the Solution to World Poverty?

In the chapter on economic growth, we discussed certain policies that can help poor countries grow. But what about foreign aid?

Many in the Western world think that, if at all feasible, we should take steps toward improving the lives of the hundreds of millions of people who live in poverty. This conviction has led to a substantial effort over the past 60 years to provide foreign aid—in fact “development aid”—to poor nations. Development aid, given by charitable organizations, the World Bank, and the United Nations, or sometimes by bilateral deals between countries, is meant to alleviate or even fundamentally eradicate poverty around the world.
Many in the international community—for example, high-level officials of the World Bank and the United Nations and several journalists and commentators—have much hope pinned on development aid. But has this type of foreign aid been effective in reducing poverty around the world?

You might at first be surprised, but economists’ overall verdict is that foreign aid has been on the whole ineffective in alleviating poverty. For example, over the past 50 years, hundreds of billions of dollars have been given to Africa as development aid, but as we have seen, African nations are still much poorer than the United States or Western Europe. Why is that the case?

Though surprising at first, once we use economics to understand how foreign aid might work and recognize the difficulties faced, this conclusion turns out to be quite reasonable for three reasons. First, we know from our analysis so far that GDP per capita can be increased and economic growth can be triggered if the levels of a country’s physical capital, human capital, and/or technology can be increased significantly. Although generous from the viewpoint of the donor nations, the amount of foreign aid given to even the poorest countries is not large enough to lead to a sizable increase in physical capital or to significantly increase the educational attainment of the countries’ population. It also generally does not have an impact on technology or the efficiency of production. In view of this, the fact that foreign aid hasn’t made significant progress in increasing GDP per capita among the poorest nations in the world shouldn’t be too surprising.

Second, in practice, much of foreign aid does not even get invested in new technology or education. Problems related to corruption and political economy imply that money given to governments or other organizations in poor countries is often captured in the poorest regions actually reached their destination. This type of corruption and siphoning off of government resources and aid money is unfortunately all too common and poses a formidable obstacle to the effective distribution of foreign aid in many countries. As in the Ugandan case, it may often also contribute to greater inequality of resources across regions and schools within a country.
and distributed to corrupt officials. Studies indicate that only about 15 percent of any money given to foreign aid actually reaches its destination, and often it does so in a rather distorted manner.

There is also a third, and a more fundamental, reason for why foreign aid has a limited impact in alleviating poverty. If the root of poverty is the extractive economic institutions of many countries around the world, then foreign aid working within the framework of these same institutions will not fix the fundamental causes. In fact, in some instances, foreign aid funneled to dictators sitting atop of these extractive economic institutions might strengthen or enrich them, as suggested by the Choice & Consequence box on the previous page.

All of the evidence on the costs and limits of foreign aid doesn’t mean that foreign aid is bad or useless. Often, foreign aid is a transfer to some of the poorest people in the world and helps alleviate their hardships, albeit temporarily, and as such serves a useful, even if limited, role. Still, we must also devote our energy to developing policies that address the fundamental causes of prosperity—like institutions—if we wish to enduringly improve living conditions in the world’s impoverished countries.

Summary

- Physical capital, human capital, and technology are proximate causes of prosperity in the sense that, though they determine whether a nation is prosperous or not, they are themselves determined by other, deeper factors. Put differently, if we want to understand why some nations are poor, we have to ask why they do not sufficiently invest in physical capital or human capital and why they do not adopt the best technologies and organize their production efficiently.

- The fundamental causes of prosperity include factors that potentially influence the physical and human capital investment and technology choices of nations and, via this channel, shape their prosperity.

- Three leading fundamental causes of prosperity are geography, culture, and institutions. According to the geography hypothesis, geographic aspects such as climate, topography, or disease environment determine whether or not a nation can be prosperous. According to the culture hypothesis, it is the cultural values of the country’s people that powerfully determine its potential for prosperity. According to the institutions hypothesis, it is the institutions, in particular the formal and informal rules governing the organization of society and economic interactions therein, that are central to prosperity.

- Inclusive economic institutions are those that provide secure property rights, and a judicial system that allows and facilitates private contracting and financial transactions and maintain relatively open and free entry into different businesses and occupations. Extractive economic institutions, by contrast, create insecure property rights, a partial judicial system, and entry barriers that protect the businesses and incomes of a small segment of society at the expense of the rest. According to the institutions hypothesis, inclusive economic institutions tend to generate prosperity, while extractive economic institutions do not.

- Though the inequalities in GDP per capita around the world have multiple causes, the evidence from the economic experiences of former European colonies suggests that institutional factors, and not geography, are central to explaining these disparities. In fact, the major patterns—for example, the reversal of fortune, whereby areas that were relatively prosperous became relatively less prosperous after European colonization—cannot be explained by geographic factors.

- Foreign aid can be useful to temporarily alleviate extreme poverty or manage crises but is unlikely to be a solution to low economic development in many parts of the world. This is because aid largely fails to address the institutional roots of poverty.
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Questions

Select questions are available in MyEconLab for practice and instructor assignment.

1. Why do some countries have more physical capital, higher quality of human capital, and better technology?
2. What does the geography hypothesis state?
3. According to the geography hypothesis, what could be done in order to improve incomes in poor countries?
4. Do you think cultural differences help explain the economic growth in different countries? Give an example to illustrate your answer.
5. In the context of this chapter, what is meant by an institution? What are the three important elements that define institutions?
6. Based on the chapter, how does institution hypothesis explain the difference, in terms of economic growth, between North and South Korea?
7. What does it mean to say that private property rights are well-enforced in an economy? How does it foster economic development?
8. How do inclusive economic institutions differ from extractive economic institutions?
9. What does the return-to-entrepreneurship curve show? What is meant by the opportunity cost of entrepreneurship?
10. How does the existence of extractive institutions discourage entrepreneurship in an economy?
11. Suppose a country has well-enforced private property rights for entrepreneurs, but a large fraction of the population does not have access to education and thus cannot become entrepreneurs. Moreover, their productivity as workers is low. Would you say that this country has inclusive economic institutions? Is it likely to achieve a high level of economic development?
12. Based on Schumpeter’s idea of creative destruction, explain why some rulers adopt extractive economic institutions that prevent countries from being wealthy.
13. Parts of the world that were relatively more prosperous 500 years ago have experienced a reversal of fortune and are relatively poorer today. What factors could explain this?

Problems

Select problems are available in MyEconLab for practice and instructor assignment.

1. Read the article, “Growth in a Buddhist Economy” written by Jeffrey D. Sachs dated August 25, 2010 on Project Syndicate and answer the following questions.
   a. Do you think geography and culture offer explanations for the low income level of Bhutan?
   b. What constitutes economic growth in Bhutan?
2. After the Second World War, Germany was divided into two parts, East Germany and West Germany. East Germany was controlled by the former Soviet Union, while West Germany was controlled by the other Allied governments: the United States, the United Kingdom, and France. The war had destroyed most of Germany’s economy. The Soviet Union as well as the Allied occupation forces sought to rebuild the economies of their respective parts. Before the fall of the Berlin Wall reunited East and West Germany in 1990, West Germany’s economy grew at an annual average growth rate of 4.4 percent, which was about 3 times higher than East Germany’s rate. Draw the parallel between the natural experiment discussed in the chapter and the case of East and West Germany. Based on the information given in the question and your own research, why do you think two otherwise similar areas had such divergent growth rates?
3. Suppose the country of Burondo is one of the poorest countries in the world. Its economy is heavily reliant on income from the export of oil. There are only two oil-extracting companies in Burondo. Both are owned by the government. A large part of the earnings from oil exports goes toward financing the president’s lifestyle and entourage. Burondo has not had a single democratic election ever since it gained independence 50 years ago. Although Burondo is said to have abundant oil resources, only a small proportion is extracted every year because the extraction process is so inefficient. Transporting goods in and out of the country...
is costly, as Burondo is surrounded by lofty mountain ranges. School enrollment in this country is very low and as a result, most of the adult population is illiterate. Life expectancy is also quite low. Agriculture is collectivized in Burondo and so food shortages are common in the country.

Using the information given, distinguish between the fundamental and proximate causes of prosperity (or its absence) in Burondo.

4. Look at the following map of Nogales, a twin city that is divided by the U.S. border.

One part of Nogales lies in the United States, in Arizona, and the other part lies in Sonora, Mexico. Life in Nogales, Mexico is very different from life in Nogales, Arizona. The average income in Nogales, Mexico is about one-third the average income in Nogales, Arizona. Education levels, life expectancy, and health conditions are better in Nogales, Arizona than in Nogales, Mexico. Unlike Nogales in Arizona, Nogales in Mexico has only recently adopted political reforms, bringing it closer to functioning as a democracy. Crime rates are also lower in Nogales, Arizona than in Nogales, Mexico. Since both cities are located so close to each other, they share similar geographical conditions and climate. The inhabitants of both cities also share a common ancestry and enjoy the same types of food and music.

Based on this information and your own research, what factors do you think can explain why Nogales, Arizona is so much more prosperous than Nogales, Mexico?

5. Zimbabwe, formerly known as Rhodesia, was a British colony for around ninety years. It became independent in 1980. The prime minister of newly formed Zimbabwe, Robert Mugabe, implemented a forced land redistribution policy, in which commercial farms were confiscated from white farmers. Mugabe also proceeded to confiscate shares in companies owned by whites. In the following years, agricultural production in the country fell sharply. Zimbabwe, the country that used to be called the breadbasket of Africa, is now seeing food shortages in certain parts of the country.

a. Would Zimbabwe be considered to have extractive or inclusive institutions? Explain your answer.

b. Why would a government undertake policies that would adversely affect the lives of its citizens? Explain your answer with reference to the Zimbabwean situation.

6. The chapter points out how important entrepreneurship is to economic growth, and discusses the factors that foster or exhibit the activities of entrepreneurs.

a. The above graph shows the return-to-entrepreneurship curve in a certain country. If the opportunity cost of entrepreneurship in this country is $150,000, find the equilibrium level of entrepreneurship in the economy.

b. Suppose the government of this country decided to expropriate the assets of private firms. Expropriation here means that the government is either taking away the assets of private firms or forcing their owners to sell at low prices. What do you think will happen to the equilibrium level of entrepreneurship in the economy? Use the graph to explain your answer.

c. Suppose the government reduces the fee that needs to be paid to obtain a trade license in this country. Other things remaining the same, how will this policy affect entrepreneurship? Use your graph from part a to explain your answer.

7. Using a graph like the one in the chapter showing returns to entrepreneurship and the opportunity cost of entrepreneurship, illustrate how each of the following historical events shifted one (or both) of the curves.

a. Between 1959 and 1963, the Cuban government passed a series of laws called the Agrarian Reform Laws. These laws expropriated any landholdings above a certain size and turned them over to peasants and cooperatives.

b. From independence in 1947 until the 1990s, there was in place in India that came to be known as the “Paper Raj.” The term referred to a series of rules and regulations that put strict controls on business, and forced business owners to navigate a bureaucratic labyrinth in order to start and run their companies. For example, one entrepreneur complained that simply to import a computer, he had to make 50 trips to New Delhi to get the necessary permits. Starting in the 1990s, many of these restrictions were abolished. A series of reforms made it much easier for firms to conduct business. (Based on the series Commanding Heights, PBS, 2002.)
c. In 2007 and 2008, the Venezuelan dictator Hugo Chavez nationalized many large firms in several key sectors of the country’s economy, including telecommunications, electric utilities, steel, and banking. Subsequently, taxes on banking and other activities were also raised significantly.

8. Suppose the return to entrepreneurship and the opportunity cost of entrepreneurship curves are described by the following equations:

\[ R = 500,000 - 100N, \]
\[ C = 100,000 + 300N, \]

where
\( R = \) returns to entrepreneurship, \( C = \) cost of entrepreneurship, and \( N = \) number of entrepreneurs

a. Based on the equations given, plot the curves and explain their shapes. Identify the equilibrium number of entrepreneurs in this economy, and the equilibrium returns to entrepreneurship on the graph.

b. Due to an ageing population, the government encourages more people to work by lowering the retirement age, and providing more job-matching and retraining services. What is the effect of such policies on the equilibrium number of entrepreneurs? Use the graph in part a to answer this question.

c. Continuing from part b, the government seeks to further improve the legal environment. What would the equilibrium number of entrepreneurs be? What would the effect on GDP be?

9. Jointly published by the Wall Street Journal and The Heritage Foundation, “The Freedom Index” gives an annual ranking of most of the countries of the world based on their level of economic freedom. Factors considered in the rankings include the status of property rights, the extent of corruption, and the ease of starting and running a business. The index can be found at http://www.heritage.org/index/.

a. Go to http://www.heritage.org/index/ranking and find three countries in each of the freedom categories (“Free,” “Mostly Free,” etc.). Click on the country name in the table for each country you select, and read about the rationale for their ranking. Provide a summary for the nations you selected.

b. Now go to http://www.heritage.org/index/explore?view=by-variables. Note the per capita GDP of the three countries you selected in each category, and calculate the average of the three you selected in each category.

What pattern do you notice? What preliminary conclusions can you draw concerning the relationship between economic freedom and economic development? Which of the three hypotheses mentioned in the chapter do your results tend to support? Explain.

c. Sub-Saharan Africa is known to be one of the poorest regions of the world. Go to the “Interactive Freedom Heat Map” at http://www.heritage.org/index/heatmap. Into which freedom categories do the majority of countries of the region fall? Which two countries are the exceptions to the overall pattern?

10. Initial phases of the growth process are often accompanied by increasing income inequality within a country. Using the concepts developed in the chapter, explain why this might be the case.


a. The last section of this chapter discusses that foreign aid alone has a limited impact on alleviating poverty in poor countries. To convince yourself, use the data to plot the graph.

b. Based on the chapter, give three reasons explaining why foreign aid cannot help Zimbabwe to escape poverty.

12. In his book The Elusive Quest for Growth, development economist William Easterly discusses the relationship between foreign aid and investment in poor countries. He posits that to establish the effectiveness of aid in promoting investment, two tests should be passed: First, there should be a positive statistical association between aid and investment; second, aid should pass into investment 1 for 1, that is, a 1 percent (of GDP) increase in aid should result in a 1 percent (of GDP) increase in investment. Using a dataset of 88 countries from 1965 to 1995, he finds that only 17 of 88 countries pass the first test, and of them, only 6 pass the second.

Based on the information in the chapter, and perhaps your own reading, explain why foreign aid designed to spur investment usually does not work.
What happens to employment and unemployment if local employers go out of business?

Economic shocks frequently hit local communities. A weak car market causes Ford to shutter an assembly plant. A weak regional economy causes a big-box-retailer—like JCPenney, Kmart, or Sears—to shut one of its megastores. Falling coal prices cause a mining company to mothball an open-pit coal mine. Competition from new suppliers causes a clothing company to close a textile factory. Do the workers who lose these jobs quickly find new ones? Do the local labor markets quickly bounce back? Or do these communities experience persistent unemployment?

In this chapter, we study the determinants of employment and unemployment, and investigate how various economic shocks affect the labor market equilibrium.
9.1 Measuring Employment and Unemployment

After 17 months of unsuccessful job applications, one unemployed worker wrote in a letter to the New York Times that “nothing stops the omnipresent feeling of loneliness, worthlessness and desperation.” For most people, enduring a long period of unemployment takes a terrible toll on their well-being. Long-term unemployment generates three simultaneous traumas: a loss of income, a loss of skills, and a loss of perceived self-worth.

Because of its enormous economic and social costs, politicians and policymakers try to limit the amount of unemployment in an economy. To do so, they must have a way of measuring and tracking unemployment over time. Unfortunately, just measuring unemployment is challenging. For example, it seems reasonable that a 30-year-old without a job who is actively looking for work should count as unemployed. But should we also count another 30-year-old who has lost a job but has decided not to look for work? What about full-time college students or stay-at-home parents: people who are busy and work hard but don’t receive a paycheck for their labor?

Economists have agreed on a standard, though nevertheless controversial, way of defining employment and unemployment. In the United States, this standard is set by the Bureau of Labor Statistics (BLS) in the Department of Labor, which tracks the official employment statistics for the U.S. economy. We describe the BLS definition here.

Classifying Potential Workers

To determine who is employed and unemployed, we start by identifying the population of workers whose employment behavior we want to measure. This group includes everyone in the general population with three exceptions: children under 16 years of age, people on active duty in the military, and institutionalized people, like those in nursing homes or jail. The BLS calls the remaining population the civilian non-institutional population ages 16 and over. For simplicity, we’ll refer to them as potential workers. In January 2014, the United States had 246.9 million potential workers.
A person holding a full-time or part-time paid job is employed.

A worker is unemployed if she does not have a job, has actively looked for work in the prior four weeks, and is currently available for work.

The labor force is the sum of all employed and unemployed workers.

The unemployment rate is the percentage of the labor force that is unemployed.

The labor force participation rate is the percentage of potential workers that are in the labor force.

Within the population of potential workers, people are classified into one of three categories: “employed,” “unemployed,” or “not in the labor force.” Those holding full-time or part-time paid jobs are officially classified as employed. In other words, as long as a person works for pay at least part-time, she is classified as employed. Using the official definition, in January 2014, there were 145.2 million employed workers in the United States.

Potential workers are classified as unemployed if they do not have a paid job, have actively looked for work in the prior four weeks, and are currently available for work. This definition of unemployment makes it easy to classify the workers we had trouble considering above. Laid-off workers will only be considered unemployed if they are actively looking for a new job. Similarly, students and parents who don’t have a paid job and aren’t looking for one will not count as unemployed. In January 2014, there were 10.2 million unemployed workers in the United States.

The labor force is the sum of all employed and unemployed workers:

\[
\text{Labor force} = \text{Employed} + \text{Unemployed}
\]

Finally, all potential workers who don’t fit the criteria for being employed or unemployed are classified as “not in the labor force.” People in this category include the stay-at-home parents and students as well as disabled workers, retirees, and any other potential workers who don’t have a paid job and aren’t looking for one. In January 2014, 91.5 million potential workers were not in the labor force. Exhibit 9.1 depicts the relationship between potential workers, employed workers, unemployed workers, and those not in the labor force.

Calculating the Unemployment Rate

Using these classifications, economists calculate a number of statistics to describe the labor market. The unemployment rate is defined as the percentage of the labor force that is unemployed:

\[
\text{Unemployment rate} = 100\% \times \frac{\text{Unemployed}}{\text{Labor force}} = 100\% \times \frac{\text{Unemployed}}{\text{Employed} + \text{Unemployed}}
\]

Similarly, the labor force participation rate is defined as the percentage of potential workers that are in the labor force:

\[
\text{Labor force participation rate} = 100\% \times \frac{\text{Labor force}}{\text{Potential workers}}
\]
Using these equations and our numbers from before, we can calculate what the labor force, unemployment rate, and labor force participation rate were in January 2014. The components are rounded, which explains why the first sum doesn’t match exactly.

\[
\text{Labor force} = \text{Employed} + \text{Unemployed} = 145.2 \text{ million} + 10.2 \text{ million} = 155.5 \text{ million}.
\]

\[
\text{Unemployment rate} = \frac{100\% \times \text{Unemployed}}{\text{Labor force}} = \frac{100\% \times 10.2 \text{ million}}{155.5 \text{ million}} = 6.6\%.
\]

\[
\text{Labor force participation rate} = \frac{100\% \times \text{Labor force}}{\text{Potential workers}} = \frac{100\% \times 155.5 \text{ million}}{246.9 \text{ million}} = 63.0\%.
\]

While these calculations reflect the main way that economists measure unemployment, it’s important to note that they are just summaries and therefore leave out many important details. In particular, the way we officially count unemployed workers omits two important categories of workers who are frustrated by the lack of jobs: discouraged workers and underemployed workers.

*Discouraged workers* are potential workers who would like to have a job but have given up looking for one. Because they are not actively looking for work, these workers are not included in the unemployment rate as we defined it above. Instead, discouraged workers will be counted as out of the labor force. There were 837,000 discouraged workers in the United States in January 2014, representing 0.5 percent of the labor force.

Similarly, we count all paid workers as employed, even if they would like to work more hours. Many workers in difficult economic circumstances would like to work more hours to support themselves and their families but don’t have the option to do so. Although such workers are *underemployed*, they are not included in the official unemployment statistic. There were 7.3 million underemployed workers in the United States in January 2014, representing 4.7 percent of the labor force.

**Trends in the Unemployment Rate**

As the overall economy fluctuates, so does the unemployment rate. When the overall economy suffers a *recession*—a period in which GDP falls—the unemployment rate tends to rise. During typical U.S. recessions the unemployment rate reaches a level between 6 percent and 9 percent. When the economy is healthy and expanding, the unemployment rate tends to fall to around 5 percent.

Severe recessions produce the largest increases in the unemployment rate. For example, in early 2007—before the start of the recession later that year—the U.S. unemployment rate hovered around 4.5 percent. The 2007–2009 recession led to a sharp rise in the unemployment rate and a peak rate of 10.0 percent in October 2009. During the Great Depression of the 1930s—the most severe contraction of the U.S. economy in the twentieth century—the unemployment rate reached 25 percent.

Exhibit 9.2 shows the evolution of the monthly unemployment rate in the U.S. economy since 1948. The unemployment rate is relatively high during and following recessions—the shaded areas on the exhibit correspond to recessions. For example, the unemployment rate was high following the oil price shocks in the mid-1970s and then again during the recession of 1981–1982. Since World War II, the peak in unemployment, 10.8 percent, occurred during the 1981–1982 recession. This peak is even higher than the 10.0 percent peak during the severe 2007–2009 recession.

It is also noteworthy that the unemployment rate is never close to zero. Since 1948, the U.S. unemployment rate has gone below 3 percent during only one period in the early 1950s. Even during the economic boom in the 1990s, the unemployment rate reached a low of only around 4 percent. Later in this chapter, we’ll explain why some amount of unemployment—usually around 4 percent or 5 percent—is a necessary attribute of a well-functioning modern economy, while an unemployment rate of 10 percent is a national crisis that policymakers actively try to avoid.
Who Is Unemployed?

The prevalence of unemployment varies widely across different segments of the labor force. One of the most noticeable disparities is that unemployment is much higher among those with low levels of education. Exhibit 9.3 shows, for example, that the unemployment rate among those in the labor force with less than a high school diploma was 11.0 percent in 2013. For people in the labor force with a college degree, the unemployment rate was only 3.7 percent.

There are many factors that explain why more educated workers tend to have lower rates of unemployment. The principle of optimization provides part of the answer. When people lose a job, they tend to spend some of their time looking for a new job and some of their time engaged in production at home. There are many “home production” activities, like cleaning out the attic or painting the house, and most of them do not require high levels of formal education. People with higher levels of education aren’t necessarily more skillful in these home production activities.

However, more educated workers tend to earn higher wages than less educated workers when working outside the home (and this is a consequence of the fact that there is greater demand for their labor because of their additional human capital, as we have seen in Chapter 6). More educated workers therefore have a higher opportunity cost of time. An unemployed cab driver might be indifferent between driving a cab and staying home for a few weeks to paint his house. An unemployed engineer might be just as good at house painting as the taxi driver, but the engineer would be much better off getting back to work.

Exhibit 9.3 Unemployment Rates for Different Educational Groups

Unemployment rates fall as educational attainment rises. The unemployment rates are calculated for all civilian, non-institutional U.S. adults ages 25 and over. The unemployment rates in this exhibit are for 2013.


Unemployment rates fall as educational attainment rises. The unemployment rates are calculated for all civilian, non-institutional U.S. adults ages 25 and over. The unemployment rates in this exhibit are for 2013.

work designing robotic assembly lines, earning a relatively high income, and using some of that income to hire someone else to paint her house. Higher wages make the cost of unemployment higher for workers with more education. Similarly, unemployment is often much lower among middle-aged workers, who tend to have more experience and skills—and therefore higher wages—than younger workers.

9.2 Equilibrium in the Labor Market

To study how employment and unemployment are determined, we first need to understand how the labor market works. Like any other market, supply and demand play the key roles. We develop the demand curve for labor and the supply curve for labor separately and then put them together to describe the labor market equilibrium.

The Demand for Labor

When we first studied demand curves in Chapter 4, we discussed households demanding goods and services. Now that we are studying the labor market, the role of households flips. In the labor market, households supply labor and firms demand labor. Firms are now on the demand side because they need to hire workers for production.

Optimizing firms try to maximize profits, so they demand the quantity of labor that produces the greatest feasible profit (defined as revenues minus costs). How does a firm determine the profit-maximizing quantity of labor? By comparing the revenue that a worker produces with the cost of employing that worker.

To see how this works, consider a barbershop. If the barbershop has only one barber, let’s assume that he’ll almost always be busy cutting hair and that he’ll generate revenue of $25 per hour. Let’s also assume that the market wage for barbers is $15 per hour. So the barbershop earns $10 per hour by employing this first barber: $25 − $15 = $10 per hour.

If the shop adds a second barber, the barbershop will sell more haircuts, but from time to time, there won’t be enough customers to keep both barbers busy. So the addition of the second barber does not double sales at the barbershop. Suppose instead that the second barber increases sales by only $20 per hour. Because the market wage for barbers is $15 per hour, employing the additional barber will still increase profits by $20 − $15 = $5 per hour. So an optimizing barbershop will also hire the second barber.

Now consider what will happen if the barbershop adds a third barber. The third barber will increase sales a bit more, but will do so by even less than the addition of the second barber because it will rarely be the case that the shop has enough customers to simultaneously keep all three barbers busy. Suppose that this third barber increases sales by only $10 per hour. Because the market wage is $15 per hour, hiring this third barber will actually lower the profits of the barbershop ($10 − $15 = −$5), so the shop will refrain from hiring a third barber. Thus, the barbershop optimizes—in other words, maximizes its profits—by employing only two barbers.

The barbershop scenario demonstrates two important facts about labor demand. First, as we have also seen in Chapters 6 and 7, firms typically experience diminishing marginal product of labor. Recall that the marginal product is the amount of output that one additional worker produces. Diminishing marginal product of labor means that each additional worker creates less marginal output than the workers who were hired before. For example, additional barbers will increase the haircuts that the barbershop offers, but each additional barber won’t be as productive as the last one because there won’t be enough customers to keep them all busy. Economists call the market value of a worker’s marginal product the value of the marginal product of labor. In the barbershop, the first barber creates $25 of additional revenue, the second $20, and the third only $10. Because the value of the marginal product of each additional barber is diminishing, hiring more barbers increases the total revenue of a firm by less and less.
The second important fact illustrated by the barbershop example is that a firm hires workers until it cannot increase profits by hiring an additional worker. The firm keeps hiring as long as the revenue that an additional worker brings in for the firm—the value of the marginal product of labor—is at least as great as the cost of employing that worker, which is the market wage. To see why this is the case, consider Exhibit 9.4, which plots the value of the marginal product of labor against the number of workers employed. Because the value of the marginal product decreases as the number of workers employed increases, the curve is downward-sloping.

If the firm employs fewer workers than the optimal quantity shown in Exhibit 9.4, then it can increase profits by hiring more workers, because the revenue those workers bring in (the value of their marginal product) is greater than the cost of employing them (the market wage). Similarly, if the firm employs more workers than the optimal quantity, the firm can increase profits by laying off workers, because the revenue those workers bring in is less than the market wage, the cost of employing them.

Therefore, the profit-maximizing firm will hire the amount of labor that makes the value of the marginal product of labor equal to the market wage. As we change the market wage, the quantity of labor demanded moves along the curve depicting the value of the marginal product—the firm adjusts the number of workers it employs to make the value of the marginal product equal to the wage. Thus, the downward-sloping curve in Exhibit 9.4—the value of the marginal product of labor—is also the labor demand curve, because it shows how the quantity of labor demanded varies with the wage.

**Shifts in the Labor Demand Curve**

The labor demand curve depicts the relationship between the quantity of labor demanded and the wage. A movement along the labor demand curve occurs when the wage changes and no other economic variables change other than the quantity of labor demanded. On the other hand, there are many factors that cause the entire labor demand curve to shift to the left or right—as depicted in Exhibit 9.5.

Any change that affects the schedule relating the quantity of labor and the value of the marginal product of labor will shift the labor demand curve. We discuss four shifters in this section:

- **Changing output prices**: When the price of haircuts goes down, the value of the marginal product of barbers also declines. This implies that the firm would like to hire fewer barbers at any given wage, shifting the labor demand curve to the left.

- **Changing demand for the output good or service**: When the demand for haircuts declines, this will impact the value of the marginal product of barbers even if it does not directly change the price of haircuts. Falling demand for haircuts lowers the number of customers coming to the barbershop, leading each barber to spend more time waiting idly rather than cutting hair. Such declines in demand for output will shift the labor demand curve to the left.
• **Changing technology:** When the value of the marginal product of labor increases, the labor demand curve shifts to the right. For example, technology that was developed in the late nineteenth century first enabled hair stylists to straighten or curl hair: “perms.” The ability to offer perms increased the marginal product of hair stylists and shifted the demand curve for hair stylists to the right. Technological progress and increases in productivity typically shift the labor demand curve to the right, but in rare cases the opposite can happen. For example, machines sometimes substitute for labor and shift the labor demand curve to the left. We discuss one such example later in the chapter.

• **Changing input prices:** Businesses use labor and other factors of production, like machines and tools, to produce goods and services. When the cost of these other factors goes down, businesses purchase more of those other factors. This usually increases the marginal product of labor, shifting the labor demand curve to the right. For example, mechanical hair clippers enable barbers to cut hair more quickly. If a barbershop acquires more hair clippers (because the cost of hair clippers falls), the barbers will increase the number of customers that they can serve per hour.

Until now, we’ve illustrated most ideas with the labor demand curve of a single barbershop or hair stylist. To study the level of employment and unemployment in the total economy, we need to derive the labor demand curve of the entire economy. To derive this economy-wide, or “aggregate,” labor demand curve, we proceed in two steps. First, we derive the labor demand curve for each industry. For example, this is done by adding together the labor demand curves of every barbershop. If there were 100,000 barbershops in the economy, and each hired two barbers when the wage for barbers is $15 per hour, then the total quantity of labor demanded at that wage would be 200,000 barbers. To derive the rest of the labor demand curve for this industry, we repeat this summation at every wage.

Once we have derived the labor demand curve of each industry, we can sum these industry labor demand curves to obtain the aggregate labor demand curve. In principle, we will also need to account for spillover effects among the different industries and also between workers and firms. For example, expansion in one industry might create additional demand for the products of another industry. In addition, changing the overall level of wages and employment will affect workers’ demand for the products of firms. When more workers are employed, they have more income to buy the products that other workers produce. We return to these issues in Chapter 12.

Notice that we are simplifying our model by treating the economy as if it contains a single aggregate labor demand curve. In practice, workers have different skills and receive different wages. Nevertheless, the simplifying assumption...
enables us to generate key insights about how the overall economy functions without having to specify how different segments of the labor market function, even if it also means that we are omitting some interesting details about the performance of these segments.

The Supply of Labor

The labor supply curve represents the relationship between the quantity of labor supplied and the wage. Like the labor demand curve, the labor supply curve is derived from the principles of optimization. In this case, workers optimally allocate their limited time between paid work, leisure, and other activities, which might include home production like childcare, home maintenance, cooking, or cleaning. When market wages are higher, it makes sense for workers to spend more time working outside the home. For instance, if you are paid by the hour and your employer is running overtime shifts, you can get paid 1.5 times your normal hourly wage in those special shifts. For many workers this is a tempting arrangement, leading them to work more outside the home and accordingly have less time for chores at home or for leisure.

This kind of reasoning implies that as the wage increases, the quantity of labor supplied rises. Accordingly, the labor supply curve is upward-sloping, as shown in Exhibit 9.6.

Shifts in the Labor Supply Curve

As we have noted, the labor supply curve is the relationship between the quantity of labor supplied and the wage. A movement along the labor supply curve occurs when the wage changes and no other economic variables change (other than the quantity of labor supplied).

On the other hand, there are many factors that cause the entire labor supply curve to shift to the left or right (both shifts are depicted in Exhibit 9.6). Any change that affects the entire schedule relating the quantity of labor supplied and the wage will shift the labor supply curve. We discuss three potential changes here:

- **Changing tastes:** Changing tastes or social norms affect people’s willingness to take a paid job. For example, before World War II, married women working for pay outside the home were frowned upon. However, during World War II, most governments encouraged women to work in armaments factories as an act of patriotism. Factory work during the war was one early step in a worldwide shift toward acceptance of female labor force participation. As a result of this shift in social norms, female labor force participation in the United States rose from 25 percent in 1940 to almost 60 percent in the 1990s, corresponding to a large rightward shift in the labor supply curve.

- **Changing opportunity cost of time:** Devices like vacuum cleaners, dishwashers, laundry machines, and lawnmowers lower the opportunity cost of working outside the home by freeing up time that was previously needed for home production. This encourages people to shift more time out of home production into paid employment,
generating a rightward shift in the labor supply curve. This sort of technology-induced change in the opportunity cost of time has also been a factor contributing to the rise in female labor force participation.

- **Changes in population**: Increases in the size of the population, corresponding to increases in the number of potential workers in the economy, also shift the labor supply curve to the right. One factor increasing population is immigration. For example, each year, the United States experiences a net immigration inflow of roughly 1 million people, implying that the population grows one-third of 1 percent per year due to immigration. This inflow shifts the domestic U.S. labor supply curve to the right.

As with the labor demand curve, the labor supply curve of the entire economy (the “aggregate” labor supply curve) can be derived by summing over the labor supply of each potential worker in the economy.

**Equilibrium in a Competitive Labor Market**

Recall from Chapter 1 that we define an equilibrium as a situation in which nobody would benefit by changing his or her own behavior. Moreover, recall from Chapter 4 that a competitive equilibrium is given by the intersection of the supply and demand curves. Equilibrium in a competitive labor market works the same way. In particular, the equilibrium in a competitive labor market is given by the point of intersection between the labor supply and labor demand curves, as shown in Exhibit 9.7. At the competitive equilibrium wage, \( w^* \), the quantity of labor supplied is equal to the quantity of labor demanded. At a wage above \( w^* \), the quantity of labor supplied would exceed the quantity of labor demanded and push the wage down. At a wage below \( w^* \), the quantity of labor demanded would exceed the quantity of labor supplied and push the wage up. Thus \( w^* \) is the unique wage that equates the quantity of labor supplied and the quantity of labor demanded. This equilibrium quantity of labor, shown by \( L^* \) in Exhibit 9.7, is also referred to as equilibrium employment.

We refer to the competitive equilibrium wage as the market-clearing wage. The label market-clearing should remind you that every worker that wants a job can (eventually) find one: the quantity of labor demanded matches the quantity of labor supplied. This distinguishes the market-clearing wage from the wage that results from wage rigidities, which prevents the wage from adjusting to equate the quantity of labor demanded and the quantity of labor supplied. As we’ll see later in this chapter, such rigidities will generate unemployment.

We will use the labor market equilibrium depicted in Exhibit 9.7 to model the overall level of employment in an economy. As mentioned above, we are simplifying our analysis by focusing on a single type of labor. But the labor market equilibrium shown in Exhibit 9.7 can be readily applied to study equilibrium in a specific segment of the market or in a local...
labor market as well. For example, we could consider the supply of and demand for workers with computer programming skills (or doctors or gardeners, etc.) and derive the equilibrium wage and employment level in that specific labor market.

It is useful to note that the labor market depicted in Exhibit 9.7 is what is sometimes referred to as a frictionless labor market. In a frictionless market, firms can instantly hire and fire workers, both workers and firms have complete information about each other, and the wage adjusts instantly to clear the market (setting the quantity of labor supplied equal to the quantity of labor demanded). We will see next why departures from this frictionless labor market are often useful for understanding real-world labor markets and unemployment.

9.3 Why Is There Unemployment?

At the market-clearing wage $w^*$ in Exhibit 9.7, the labor supply and labor demand curves intersect. Accordingly, the quantity of labor demanded equals the quantity of labor supplied—every worker who wants to work at wage $w^*$ has a job. There are people who are not working—represented by the segment of the labor supply curve that lies above the market-clearing wage. The people on this part of the labor supply curve are only willing to work for wages above the market-clearing wage $w^*$.

In the economy depicted in Exhibit 9.7, there are employed workers and workers who are not employed because they are unwilling to work at the market-clearing wage $w^*$. In a competitive equilibrium, there should be no workers looking for work (they are either employed or unwilling to work at the market-clearing wage). This implies that in a competitive equilibrium there shouldn’t be people who are not employed and looking for work. But then, how would we explain the fact that there were 10.2 million officially unemployed Americans in January 2014, who are thus counted as not employed and looking for work?

A first possibility is that the official unemployment statistics are probably counting some workers who are only willing to work for a wage above the market-clearing wage $w^*$. Because unemployment survey questions do not specify that the workers should be looking for work at the current prevailing market wage, some people might be counted as unemployed even though they are looking only for jobs that pay more than the current prevailing market wage.

However, the available evidence suggests that most unemployed workers would be willing to work at the prevailing market wage but are unable to find employers that are willing to hire them at this wage. Thus, we must find another way to explain why 10.2 million Americans couldn’t find a job in January 2014.

When economic models do not predict what we observe in the world, we must ask ourselves whether the assumptions we made in our model are correct. In our model of the labor market, we made an assumption that might not actually hold.

We assumed that workers and firms have full information about the job market. For instance, we assumed that they know what the equilibrium wage is, what qualifications employers are looking for, and where the jobs are. This means that workers can instantly find the right job for themselves whenever it is available and no open job will be left unfilled. On the other hand, when firms and workers lack important information about the labor market, workers cannot always be matched to open jobs, and this mismatch will cause unemployment.

We next discuss this type of unemployment, which we call frictional unemployment. We then turn to two other economic factors that explain why unemployment exists and also why it varies over time.

9.4 Job Search and Frictional Unemployment

In the economy described by Exhibit 9.7, any worker wishing to be employed at the market-clearing wage $w^*$ can do so. Up until this point, our analysis of the labor market assumes that the labor market is frictionless, which implies that the worker can instantly find an employer that is willing to hire her. Yet if you’ve ever looked for a job, you’ve probably
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Frictional unemployment resulting from job search activities is a normal and necessary feature of every labor market. However, unemployment also arises because wages are sometimes above the market-clearing level $w^*$, meaning that the quantity of labor supplied is greater than the quantity of labor demanded. When wages are held fixed above the competitive equilibrium level that clears the labor market, this is referred to as wage rigidity. Structural unemployment arises when the quantity of labor supplied persistently exceeds the quantity of labor demanded. Wage rigidity is a key factor in leading to such a persistent gap. Wage rigidity can occur for many reasons, which we discuss next but the economic effects are all the same: holding the market wage above the market-clearing wage causes some workers who would like to work at the market wage to be unemployed. To illustrate how wage rigidity impacts the labor market, we start with minimum wage laws because it is easy to understand their effect using the supply and demand framework. However, other causes of wage rigidity are much more important in the U.S. labor market and we study those in turn.

Minimum Wage Laws

In most countries, legislation specifies a minimum level for the hourly wage. Such legislated wage floors, often called minimum wage laws, can prevent the market wage from
falling to the market-clearing wage that equates the quantity of labor supplied with the quantity of labor demanded. In the United States, the federal government chooses a national minimum wage and state legislatures can choose even higher minimum wages for in-state jobs. In January 2014, for example, the federal minimum wage was $7.25, while the highest state minimum wage was $9.32, which applied in Washington State.

Minimum wages might prevent the quantity of labor supplied from equaling the quantity of labor demanded. In this exhibit, the minimum wage is labeled with a line beneath it to signify that the minimum wage is a wage floor: $w$. In Exhibit 9.8, the minimum wage, $w$, is above the market-clearing wage, $w^*$. At the minimum wage, $w$, the quantity of labor demanded by employers is less than the quantity of labor supplied by workers. Consequently, some workers—represented by the gap between the quantity supplied and the quantity demanded at $w$—aren’t able to find jobs. These unemployed workers are willing to work at the going wage, $w$, and would even be willing to work at wages lower than $w$. The minimum wage legislation prevents employers from

The Luddites

Does technology cause unemployment? In a Phillips electronics factory in China, hundreds of employees work on an assembly line that manufactures electric shavers. Meanwhile, in the Netherlands, the same shavers are assembled by an army of 128 robotic arms. With video cameras for eyes and computer-calibrated hydraulics, these robots tirelessly go about their work. Robot-filled factories raise the possibility that technology can reduce a firm’s demand for labor. Throughout history, workers have complained about technological innovation that reduces employment.

The most famous episode began in 1811, when gangs of British textile workers started burning down factories and smashing newly invented mechanized looms. The rioters also targeted inventors and mill owners, burning down their homes and in one instance conducting an assassination. These so-called Luddites—named after the worker Ned Ludd, who was reputed to have smashed textile machines several decades earlier—opposed the mechanization of production. The riots became so frequent and so destructive that the British army was called in to restore order. Dozens of rioters were hanged and the movement faded in 1813. Ultimately, the Luddites could not stop the mechanization of textile manufacturing.

Were new machines really destroying the livelihoods of the textile workers in 1811? The likely answer is yes. The new machines enabled workers to complete tasks in minutes that had previously taken hours. Consequently, the mills needed to employ fewer workers. Many skilled artisans lost their jobs and their families suffered. So the Luddites were not mistaken in believing that the machines were putting some of them out of work.

Technological progress can destroy jobs in a single industry such as textiles. However, historical evidence shows that technological progress does not produce unemployment in a country as a whole. Technological progress increases productivity and incomes in the overall economy, and higher incomes lead to higher demand for goods and thus higher demand for labor. As a result, workers who lose jobs in one industry will be able to find jobs in others, although for many of them this might take time and some of them, like the Luddites, will end up with lower wages in their new jobs.

Today, the term Luddite is synonymous with opposition to new technology. The British textile workers of 1811 were unlucky. They were victims of technological progress. For most people, however, ongoing technological progress improves their lives by raising their productivity and lowering the cost of the goods and services they buy.

A drawing of workers smashing a mechanized loom in Britain during the period of the Luddite riots (1811–1813).
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Minimum wage laws are an example of a policy that creates winners and losers. The winners are the workers who get jobs at wages above the wage that equates quantity supplied and quantity demanded. The losers are the firms that have to pay the higher wage and the unemployed who would like to work but can’t find a job at the prevailing wage. The costs and benefits of the minimum wage are actively debated, with economists divided on the question of whether the United States should raise its minimum wage.

The minimum wage produces structural unemployment, but it cannot be the only cause of unemployment. For example, in January 2014, there were 1.6 million college graduates who were unemployed. The median hourly wage for a college graduate was $29.85 per hour in 2013, four times the level of the minimum wage. Because almost all college graduates are paid far more than the minimum wage, it is not the minimum wage that prevents the labor market for college graduates from clearing.

In the overall workforce, including all education levels, 1.0 percent of workers are paid the minimum wage. Accordingly, the impact of the minimum wage on the labor market is modest. The minimum wage does prevent the market for some types of low-skilled workers from clearing but has little impact on the general labor market.

Labor Unions and Collective Bargaining

Another source of wage rigidity is collective bargaining, which refers to the contract negotiations that take place between firms and labor unions. A labor union is an organization of workers that advocates for better working conditions, pay, and benefits for its members. Unions use the threat of going on strike—a mass work stoppage—as a bargaining chip in these negotiations. Collective bargaining often leads to equilibrium wages and benefits that are greater than what workers would have received under the market-clearing wage. Collective bargaining has the same effect on unemployment as minimum wage laws that we saw in Exhibit 9.8. By keeping the equilibrium wage above the market-clearing wage, unions cause the quantity of labor supplied to be greater than the quantity of labor demanded, thus creating structural unemployment. Through such collective bargaining, unions benefit their members but make it difficult for non-members to find work.

However, just like the minimum wage, collective bargaining is unlikely to be the most important factor causing wage rigidity in the U.S. labor market because union membership is relatively low in the United States. For example, in 2011, 10.6 percent of employed workers in the United States were members of labor unions. Unions play a more important role in determining wages and working conditions in countries with higher unionization rates, such as Europe.

### Exhibit 9.8 Labor Supply and Labor Demand in a Market with a Minimum Wage

When the minimum wage ($w$) is above the market-clearing wage ($w^*$), the quantity of labor supplied exceeds the quantity of labor demanded, creating unemployment (quantity of labor supplied minus quantity of labor demanded).

<table>
<thead>
<tr>
<th>Wage</th>
<th>Labor supply</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w$</td>
<td>The minimum wage</td>
</tr>
<tr>
<td>$w^*$</td>
<td>The market-clearing wage</td>
</tr>
</tbody>
</table>

In October 2010, striking teachers, postal workers, and transport workers protested the French government’s proposal to raise the retirement age from 60 to 62.

Collective bargaining refers to contract negotiations between firms and labor unions.
role in most other countries. For example, in Italy, in 2011, 35.2 percent of employed workers were members of labor unions.

**Efficiency Wages and Unemployment**

In 1914, Henry Ford, founder of the Ford Motor Company, seemed to go bonkers. Out of the blue, Ford increased the daily wage of most of his employees from $2.34 to $5.00. Why would a profit-maximizing employer double his employees’ pay without any external pressure to do so?

Ford explained the wage of $5 per day as an act of self-interest. There was “no charity in any way involved,” he said. “We wanted to pay these wages so that the business would be on a lasting foundation. We were building for the future.”

In a frictionless, competitive labor market, paying an above-market wage (or above the wage that workers would accept) would not be optimal for a firm—in other words, it would not maximize the firm’s profits. In such a “perfect” market, the firm knows everything about its workers and observes everything that they do at work. In this idealized environment, there is no need to pay workers more than the market wage to obtain their labor. But in actual markets, where workers can shirk (slack off) on the job, paying more than the going wage can have benefits for the firm. Ford’s wage premium is an example of what economists call **efficiency wages**. By paying wages above the wage that workers were willing to accept (and in fact above the market wage), Ford was able to increase the productivity and profitability of his company.

Efficiency wages increase productivity and firm profitability for a number of reasons. First, efficiency wages reduce worker turnover. Working on an assembly line is monotonous, causing a relatively high level of turnover. Recruiting and training new workers is costly to the company. If workers are paid more than the prevailing market wage by their employer, they are more motivated to keep their job because they would face lower wages if they needed to find a job elsewhere. Second, the fear of losing a high-paying job motivates employees to work harder than they otherwise would, increasing their hourly output. Third, there is the possibility that employees would be grateful for an above-market wage, leading them to reciprocate this apparent generosity by working harder—another boost to their hourly output. Finally, efficiency wages also improve the quality of the pool of workers who apply for a job in the first place.

If efficiency wages increase productivity, employers like Henry Ford might find it profitable to pay a higher wage than the market-clearing wage. Like minimum wage laws and collective bargaining, this results in a form of wage rigidity. As before, this will cause the quantity of labor supplied to be greater than the quantity of labor demanded, leading to structural unemployment, just as we saw in Exhibit 9.8. One difference is worth noting, however. The minimum wage and collective bargaining force employers to pay a wage above the market-clearing wage level, whereas with efficiency wages, the equilibrium wage is above the market-clearing level because profit-maximizing firms voluntarily prefer to pay such wages.

**Downward Wage Rigidity and Unemployment Fluctuations**

Another type of wage rigidity results from the fact that workers are highly averse to reductions in their wage, resulting in what economists call **downward wage rigidity**. Cuts in the wage hurt worker morale and lower productivity. As a result, most firms would rather fire workers than cut their wages. Typically, only firms on the brink of bankruptcy attempt to talk their workers into accepting wage reductions.

Downward wage rigidity, like the other forms of wage rigidity we have studied so far, causes wages to remain above the market-clearing level and causes structural unemployment. To see this, consider the following scenario, depicted in Exhibit 9.9. Assume that the labor market begins in a competitive equilibrium with no unemployment (at the point labeled E1). Next, imagine that the labor demand curve shifts to the left because the economy slows down (we’ll have much more to say about why the economy fluctuates in Chapter 12).
When the wage is flexible, the leftward shift in labor demand moves the market to a new equilibrium (point F) in which the equilibrium wage is $w_F$ as shown in Exhibit 9.9, and the quantity of labor demanded falls to $L_F$. The exhibit also shows that at this new equilibrium, the quantity of labor supplied is equal to the quantity of labor demanded and so unemployment is still equal to zero.

However, when the wage is rigid, it won’t fall to its market-clearing level and will instead stay at its initial level, marked in Exhibit 9.9. This downward wage rigidity causes the quantity of labor supplied, which is still at $L_1$, to be greater than the quantity of labor demanded, which has now fallen to $L_2$, thus leading to (structural) unemployment, as shown in Exhibit 9.9.

As we will see in more detail in Chapter 12, the downward wage rigidity depicted in Exhibit 9.9 is one of the causes of unemployment fluctuations. Recessions are periods of leftward (adverse) shifts in labor demand. This, combined with downward wage rigidity, increases the rate of unemployment.

The effect of downward wage rigidity can be seen in Exhibit 9.9, which shows the wage growth of workers in a large company for 2008, right in the middle of the 2007–2009 recession. Each bar shows the fraction of workers whose wage grew by the percentage depicted on the horizontal axis. We see a large bulge in the distribution at zero, meaning that wages were frozen instead of being cut. Wage cuts were so infrequent (only 46 out of 15,000 employees) that they are not even visible on the graph. Although the extent of downward wage rigidity does vary from company to company and industry to industry, this type of rigidity is overall quite pervasive throughout labor markets and can have a significant effect on unemployment, especially during recessions, as we will see in greater detail in Chapter 12.

### The Natural Rate of Unemployment and Cyclical Unemployment

As we noted earlier, the U.S. economy always has some unemployment. In addition, the unemployment rate fluctuates considerably as shown in Exhibit 9.2. To distinguish the “normal” rate of unemployment from fluctuations around that normal rate, economists use the concept of the natural rate of unemployment. The natural rate of unemployment is the rate around which the actual rate of unemployment fluctuates. In practice, the natural rate of unemployment is calculated by averaging the unemployment rate over an extended...
time period. For example, in Spain, the unemployment rate has averaged 16.1 percent from 1977 to 2013. In the United States, the unemployment rate has averaged 6.5 percent over the same period.

**Cyclical unemployment** is defined as the deviation of the unemployment rate from its natural rate. Cyclical unemployment usually rises in recessions (when the labor demand curve shifts to the left) and falls in economic booms (when the labor demand curve shifts to the right). Chapter 12 discusses the relationship between unemployment and economic fluctuations in depth.

In 2013, the Spanish unemployment rate was 26.1 percent, implying that cyclical unemployment was 10.0 percent (using the natural rate of 16.1 percent). In 2013, the U.S. unemployment rate was 7.4 percent, implying that cyclical unemployment was 0.9 percent (using the natural rate of 6.5 percent).

The natural rate of unemployment includes frictional unemployment, which is a necessary part of any well-functioning labor market. But the natural rate of unemployment also includes long-term structural unemployment, which is generally considered to be economically inefficient. Accordingly, the natural rate of unemployment should not be confused with the rate of unemployment that is socially optimal or desirable—so some might say there is nothing “natural” about it. To see this, consider an economy that is subject to a significant level of downward wage rigidity. As Exhibit 9.9 shows, this economy will have a relatively high level of structural unemployment and this will increase the long-term average rate of unemployment. This is not a desirable state of affairs, because many potential workers who could have been gainfully employed are out of work and are unable to use their labor productively. This example illustrates that the long-term average rate of unemployment—the natural rate of unemployment—includes some inefficient sources of unemployment.

Just as the natural rate of unemployment has both frictional and structural components, so does cyclical unemployment. During recessions, fewer firms try to hire new workers, and this increases the difficulty that workers face in locating a suitable job, raising frictional unemployment. In addition, as Exhibit 9.9 shows, in the presence of downward wage rigidity, the leftward shift of the labor demand curve during a recession leads to a rise in structural unemployment as the rigid wage remains above the market-clearing wage.
From 1990 to 2007, the unemployment rate in Pittsburgh fell by 1.8 percentage points. Pittsburgh had both good and bad economic news during this period, but one particularly lucky factor is that economic activity in Pittsburgh was concentrated in industries that were not highly exposed to Chinese imports. Pittsburgh specialized in industries such as paper, print, and metal products that had “low exposure” to competition from Chinese imports, meaning that across the entire U.S. economy these sectors experienced relatively slow growth of Chinese imports.

The experience of the Raleigh-Durham area in North Carolina, shown in a map of Eastern United States together with the Pittsburgh area in Exhibit 9.11, was very different between 1990 and 2007. In the Raleigh-Durham area, unemployment increased by 1.9 percentage points. In addition, many workers in this area are now out of the labor force because they have stopped looking for jobs entirely. One factor contributing to Raleigh-Durham’s weakening labor market was its specialization in industries such as textiles and apparel, electrical products, and computers that have “high exposure” to competition from Chinese imports.

By comparing *hundreds* of regions with different levels of exposure to Chinese imports (of which Pittsburgh and Raleigh-Durham are just two examples), economists David Autor, David Dorn, and Gordon Hanson were able to identify leftward shifts in labor demand caused by high exposure to Chinese imports, similar to the shift in Exhibit 9.9. Their analysis shows that high-exposure communities experienced sharper declines in manufacturing employment than low-exposure communities. The rate of unemployment also rose more in the areas with high exposure than those with low exposure.

The study confirms the model of labor market analysis depicted in Exhibit 9.9, in which a leftward shift in the labor demand curve, combined with downward wage...
rigidity, reduces the number of jobs and increases the rate of unemployment. Consistent with the model’s predictions about wage rigidity, the authors found no decline in manufacturing wages despite the leftward shifts in labor demand. It is therefore likely that some of the higher unemployment in high-exposure areas was due to wage rigidity, as in Exhibit 9.9. However, the authors also find a significant decline in non-manufacturing wages in high-exposure areas, confirming that wage rigidity only applies to a worker’s existing job and does not carry over to the new jobs that unemployed workers find. Laid-off manufacturing workers are offered lower wages when they search for new jobs, and they are willing to accept those lower wages to find work.

This analysis might lead you to conclude that the United States should ban Chinese imports to increase U.S. employment, but doing so would generate far more problems than it would solve. Chinese imports are beneficial to most U.S. households, which enjoy the lower prices of the imported goods. Nevertheless, it is true that some domestic workers lose their jobs due to international trade, and much of the debate about trade revolves around the personal and economic dislocation caused by these job losses and the policies that can be used to mitigate these costs. We return to these important issues in Chapters 14 and 15, where we provide a full discussion of the effects of international trade.

---

**Summary**

- Potential workers are defined as the civilian non-institutional population ages 16 and older. Those holding a paid full-time or part-time job are classified as employed, while those without a paid job who have actively looked for work in the prior 4 weeks and are currently available for work are unemployed. Potential workers who are employed and unemployed make up the labor force, while the rest of the potential workers are classified as out of the labor force. The unemployment rate is the percentage of the labor force that is unemployed.

- The unemployment rate fluctuates significantly over time. It is higher during and in the immediate aftermath of recessions.

- Different demographic groups have different unemployment rates. For example, more educated workers tend to have lower unemployment rates.
Employment is determined by labor demand and labor supply. The labor demand curve is downward-sloping because of the diminishing marginal product of labor and profit maximization by firms. The labor supply curve, on the other hand, tends to be upward-sloping because higher wages generally encourage workers to supply more hours to the labor market.

The competitive labor market equilibrium is given by the intersection of the labor demand and labor supply curves. The competitive equilibrium wage is also called the market-clearing wage.

In a competitive labor market equilibrium in which all workers know the market-clearing wage, there will be no unemployment because every worker willing to work at the market-clearing wage can find a job. Workers who are not willing to work at the market-clearing wage will stop searching and will therefore not be counted as unemployed.

Frictional unemployment exists because workers need to learn about the condition of the labor market and search for a job that suits them. Even in a healthy labor market, there will always be some unemployed workers in the process of changing jobs, or finding a new job after losing their previous one, or finding their first job after entry into the labor market. Structural unemployment results when the market wage is above the market-clearing level, causing the quantity of labor supplied to be greater than the quantity of labor demanded. This is often referred to as wage rigidity and can result from institutional features of the labor market like minimum wage legislation or collective bargaining. More importantly, it can result from efficiency wages or from downward wage rigidity.

Efficiency wages arise when employers pay wages higher than the market-clearing wage to increase worker productivity. Downward wage rigidity arises because of the unwillingness of workers to accept wage cuts and prevents wages from immediately falling in response to a leftward shift of the labor demand curve.

The most important cause of unemployment fluctuations is a shifting labor demand curve. When wages are flexible, a shift to the left of the labor demand curve reduces both employment and wages but does not increase unemployment because the labor market clears. When wages are rigid, the same leftward shift creates a larger decline in employment because the wage does not decline and unemployment increases.

The natural rate of unemployment is the long-term average rate of unemployment. Cyclical unemployment is the difference between the current rate of unemployment and the natural rate of unemployment. Cyclical unemployment is positive in recessions and negative in economic booms.
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Questions

Select questions are available in MyEconLab for practice and instructor assignment.

1. Unemployment statistics are measured and released by the Bureau of Labor Statistics (BLS), a division of the U.S. Department of Labor.
   a. When does the Bureau of Labor Statistics (BLS) officially classify a person as being employed? When are potential workers classified as being unemployed?
   b. What do the following terms mean and how are they calculated?
      i. The unemployment rate
      ii. The labor force participation rate

2. Explain whether each of these individuals will be counted as a part of the labor force.
   a. Jane is working full-time toward a Ph.D. in philosophy but volunteers at nursing homes during her spare weekends.
   b. Kristen left her full-time job as a journalist to spend more time with her kids and now makes some income working part-time for a children’s magazine.
   c. In the past four weeks, Harry did not respond to a call from a firm seeking to interview him for a job opening. But he recently applied for another job that he feels will better suit his qualifications.

3. Consider Exhibit 9.2. What were the two highest rates of unemployment since 1948? When did they occur?

4. What could explain why unemployment is lower among workers with a relatively higher level of education?

5. As an economic advisor, you observe that a firm’s total revenue is greater than its total cost. Will you recommend the firm to employ more workers to maximize profits? Explain your answer.

6. Change in market wage leads to a shift in the labor demand curve. Is this statement true or false? Explain your answer.

7. Why does the labor supply curve slope upward and what can cause the labor supply curve to shift?

8. Define the natural rate of unemployment and cyclical unemployment. What types of unemployment do they both reflect?

9. What is meant by job search? How does it lead to frictional unemployment?

10. What is the difference between efficiency wage and market-clearing wage?

11. Sometimes new technology in production reduces the time that a worker takes to complete a task. Technological innovations can also completely replace a factory worker. Does this mean that technological progress will lead to large-scale unemployment? Explain your answer.

12. What is wage rigidity? List and explain two factors that can increase wage rigidity in the labor market.

Problems

Select problems are available in MyEconLab for practice and instructor assignment. Problems marked update with real-time data.

1. The following table shows the annual averages of the employment level, unemployment level, and the labor force participation rate in the United States in the years from 2001 to 2011. Use the given data to complete the table and answer the following questions. (Note: Adult population is for individuals 16 years and over, not in the military, and not institutionalized. All rates are in percent.)

<table>
<thead>
<tr>
<th>Year</th>
<th>Number Unemployed (in thousands)</th>
<th>Number Employed (in thousands)</th>
<th>Labor Force Participation Rate</th>
<th>Employment Rate</th>
<th>Unemployment Rate</th>
<th>Labor Force Adult Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001</td>
<td>6,830,000</td>
<td>136,939,000</td>
<td>66.8%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2002</td>
<td>8,370,000</td>
<td>136,481,000</td>
<td>66.6%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>8,770,000</td>
<td>137,729,000</td>
<td>66.2%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2004</td>
<td>8,140,000</td>
<td>139,240,000</td>
<td>66.0%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>7,579,000</td>
<td>141,710,000</td>
<td>66.0%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>6,991,000</td>
<td>144,418,000</td>
<td>66.2%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>7,073,000</td>
<td>146,050,000</td>
<td>66.0%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2008</td>
<td>8,951,000</td>
<td>145,370,000</td>
<td>66.0%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>14,301,000</td>
<td>139,888,000</td>
<td>65.4%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>14,815,000</td>
<td>139,070,000</td>
<td>64.7%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>13,743,000</td>
<td>139,873,000</td>
<td>64.1%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Annual averages based on data from the Bureau of Labor Statistics (Series: LNS12000000, LNS11300000, LNS13000000).
a. In which year did the economy witness the sharpest change in the unemployment rate? What could possibly explain this?

b. Use the data on the size of the labor force and potential workers to compute the percentage of adults out of the labor force for the year 2002. Verify that your calculation is equal to one minus the labor force participation rate.

c. What are the general trends that you observe in the data?

2. In April 2012, The Bazanian Daily, a leading newspaper in the country of Bazania, carried a report titled “20,000 jobs added in the last quarter; unemployment rate shoots up from 5 percent to 6.7 percent.” How could the unemployment rate in Bazania increase even when new jobs were created?

3. In macroeconomics, a “leading indicator” is defined as a measurable economic variable that changes prior to when the economy as a whole starts to follow a given trend. Conversely, a “lagging indicator” is a measurable variable that only changes in the latter phases of an overall trend in the economy—or even afterwards.

Study Exhibit 9.2 carefully. Would you describe unemployment as a leading or lagging indicator of an economic downturn? Explain.

4. The following table shows values of clothing that can be produced from a given number of labor hours by a Bangladeshi garment factory.

<table>
<thead>
<tr>
<th>Labor Hours</th>
<th>Value of clothing (in dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>150</td>
</tr>
<tr>
<td>6</td>
<td>190</td>
</tr>
<tr>
<td>7</td>
<td>220</td>
</tr>
<tr>
<td>8</td>
<td>240</td>
</tr>
<tr>
<td>9</td>
<td>250</td>
</tr>
<tr>
<td>10</td>
<td>255</td>
</tr>
</tbody>
</table>

a. Plot a labor demand curve using the table above. Then draw an upward-sloping supply curve with a market-clearing wage of $10 and the hours of labor that will be capitalized.

b. Suppose that the factory’s working environment and safety standards have been improved, thereby raising workers’ morale and productivity. Now for each labor hour, the quantities of output double. Do you think the equilibrium wage will remain the same? Explain your answer.

c. More workers are hired as the factory receives more orders from overseas. How will you change your answer to part b?

5. In a recent study for the National Bureau of Economic Research (NBER), four researchers looked at the effect of generous unemployment benefits on the local unemployment rate. They compared the unemployment situation in adjoining counties, which happened to lie in two different states with different laws regarding the amount and duration of unemployment benefits.

The authors of the study found that the unemployment rate “rises dramatically in the border counties belonging to the states that expanded unemployment benefit duration” during the Great Recession. Why might this be so? (Based on Hagedorn, Karahan, et al., “Unemployment Benefits and Unemployment in the Great Recession: The Role of Macro Effects.” NBER working paper 19499, October 2013.)

6. Every month, statistics on employment and unemployment are compiled by the Bureau of Labor Statistics.

a. The unemployed worker whose frustration was discussed at the beginning of section 9.1 had been unemployed for 17 months. Go to www.bls.gov and consult Table A-12. Find the average (mean) duration of unemployment (seasonally adjusted) in the most recent month. Based on what you find, is 17 months higher or lower than average?

b. List some possible reasons for the quoted worker’s unemployment that would make his joblessness qualify as frictional unemployment. List reasons that would fall in the category of structural unemployment.

7. Suppose the equilibrium wage in the market for food service workers is $11 per hour. The government then establishes a minimum wage at $9 per hour. What will be the effect of the minimum wage on the market for labor in the food service industry? Explain.

8. The following graph shows the demand for and supply of labor in a competitive labor market. Use the graph to answer the following questions.

![Graph showing labor supply and demand](image-url)

a. What is the value of the market-clearing wage? How many workers are employed? What kind of unemployment may exist?

b. Now suppose the firms demand for more workers due to optimistic economic prospects. At the same time, the government allows for the employment of foreign workers. Plot the graphs to show the effects on wage and employment. (Hint: Pay attention to the magnitude of shifts in the demand curves.)

c. Continuing from part b, if the minimum wage is set at $8, what will be the effect on wage?
9. The newly elected prime minister of a country in 2014 has promised to reform the labor market. Some proposed changes include relaxing the restrictions on women to work in factories at night and raising the limit for overtime work. What do you think about the objective of such proposed changes? Use a graph to explain your answer.

10. According to salary.com, the average salary for a software engineer level III (a higher-level position in software design and implementation) in the Silicon Valley area of California is $108,244. However, Google pays its level III software engineers an average salary of $124,258. Explain why Google would pay a salary higher than the equilibrium salary for equivalent positions in the same area.

11. The following figure shows the demand and supply curves in the market for workers in Starbucks coffee shops (called “baristas”). The hourly wage in this market has been fixed at $6 and cannot be changed.

   ![Graph of labor supply and demand for baristas](image)

   a. Suppose that, due to concerns about the high number of calories in many Starbucks drinks, the demand for Starbucks products declines. Use a graph to explain what will happen to employment in the market for baristas.

   b. Now suppose the wage is flexible. How would your answer to part (a) change?

12. The period from 2007 to 2009 was a time of economic contraction that some called the “Great Recession.” During periods of recession, most firms experience a decline in demand for their product. All other things being equal, macroeconomic theory predicts that the wage of most workers should decline in recessionary periods. However, this was not the case in the 2007–2009 recession, or during many other economic downturns throughout recent history.

   Based on the discussion in the chapter, explain why this might be so, and what the implications are for unemployment.
Financial service companies, such as banks, insurance companies, and investment companies, want you to believe that they are rock-solid. They try to convey that message with stone pillars and marble lobbies. Sometimes they choose names that imply indestructibility, like Northern Rock, Blackrock, and Blackstone. Prudential, a leading insurance company, nicknamed itself “The Rock” and adopted the Rock of Gibraltar, a mountain fortress, as its corporate symbol. Those are encouraging words, but are financial institutions really impregnable?
KEY IDEAS

- The credit market matches borrowers (the source of credit demand) and savers (the source of credit supply).
- The credit market equilibrium determines the real interest rate.
- Banks and other financial intermediaries have three key functions: identifying profitable lending opportunities; using short-run deposits to make long-run investments; and managing the amount and distribution of risk.
- Banks become insolvent when the value of their liabilities exceeds the value of their assets.

10.1 What Is the Credit Market?

You’ve got your first business idea and you can’t think about much else. You are going to be the founder and CEO (chief executive officer) of your own company. OK. Catch your breath. And get down to work. Most new businesses fail within 5 years, and you are going to do everything that you can to avoid becoming one of those casualties.

You want to create a taxi and limo company that uses only vehicles that are 100 percent battery powered, just the sort of thing you reckon would appeal to your fellow New Yorkers. You call your new firm BatteryPark. Everyone you know loves the idea and promises to use your start-up if you manage to get it off the ground. You’ve even been able to convince numerous local companies to sign up for your service for their employees and clients.

Now you need to raise money to buy or rent the necessary equipment and buildings: licenses, electric vehicles, battery-charging systems, a reservation office with computers, and a few garages spread around the city so that your taxis can easily get a fresh battery when they run out of juice. You also need to hire staff, train them, and advertise. You figure you need about $500,000 to start your business and quickly reach an efficient scale of operation. That’s not a trivial amount by any stretch of the imagination, but you think it’s worth taking the risk, considering what you expect to make from your new business.

But how will you raise $500,000? You certainly don’t have it in your checking account, and neither do any of your friends. You think of asking your parents and grandparents, but then you imagine how you would feel if your business went south and a family member lost his or her life savings. So what’s the solution?

Borrowers and the Demand for Loans

The good news is that you are not alone in your quest for funds. Every year, hundreds of thousands of entrepreneurs in the United States and millions around the world borrow money to start new businesses. Many, many more businesses that are already in operation also borrow funds to expand their existing operations or simply to pay their bills.

Consumers, too, borrow to purchase big-ticket items like automobiles and houses. Some households borrow to sustain their quality of life during a temporary period of unemployment. Many people borrow to put themselves or their children through college. Almost everyone who pursues graduate studies in business, law, or medicine borrows to pay some of their bills. We refer to economic agents who borrow funds—including entrepreneurs, home buyers, and medical students—as debtors. And the funds that they borrow are referred to as credit.
Most businesses and individuals obtain credit from banks, but the credit market is much broader than banks. It includes several non-bank institutions, as well as the market for commercial debt, where well-established, large businesses obtain large loans.

Of course, borrowed money is not lent for free. You need to pay interest. The original amount of borrowed money is referred to as principal. The interest rate is the additional payment, above and beyond the repayment of principal, that a borrower needs to make on a one-dollar loan (at the end of one year). We can also say that the interest rate is the annual cost of a one-dollar loan.

Let’s now scale up that one-dollar loan into an $L loan. The total interest payment a borrower needs to make for an $L loan is the loan amount multiplied by the interest rate. Put differently, if you borrow $L with a one-year loan at an annual interest rate of $i$, at the end of one year you pay back the $L dollars of principal plus $i \times L$ dollars in interest. To distinguish it from the real interest rate, which we define next, we’ll also refer to the interest rate, $i$, as the nominal interest rate.

Let’s now return to your blockbuster business idea. You have enough confidence in your plans that you would be willing to pay a 10 percent interest rate to get your loan. That means you would be willing to make an annual interest payment of $50,000 to get a $500,000 loan ($500,000 \times 0.10 = 50,000). In fact, you are so confident that you would take the loan even if you had to pay 20 percent interest.

But what if the interest rate were 50 percent? An interest payment of $250,000 per year on a $500,000 loan is a bit steep. At that interest rate, there won’t be much profit left for you. Perhaps you should scale back your plans and take a smaller loan. Instead of hiring a large team of 20 employees, you might want to start with just a few coworkers.

And what if the interest rate were 100 percent? Principal plus interest one year later would then be $500,000 + $500,000 = $1,000,000 on a $500,000 loan. That is, you would need to pay back twice as much as you borrowed. If so, it might make sense for you to forget about this new idea altogether. It’s hard to imagine that any business could make money if it had to finance itself this way.

In reality, most businesses do not need to pay 50 percent or 100 percent interest rates on loans. We present such cases to explain why a rise in the interest rate causes a fall in the quantity of credit demanded. As the interest rate goes up, fewer firms and individuals are willing to pay the high price to acquire credit.

**Real and Nominal Interest Rates**

The real annual price of your loan isn’t simply given by the nominal interest rate you pay, for example the 10 percent, 20 percent, 50 percent, or 100 percent we have just mentioned. Instead, it is given by the real interest rate, $r$. The real interest rate is the nominal interest rate minus inflation. The inflation rate measures how much less valuable one dollar becomes because of the increase in the overall price level.

The relationship between the nominal and real interest rate is very similar to the relationship between nominal and real GDP growth, which we studied in Chapter 5. To turn nominal GDP growth into real GDP growth, we need to subtract the inflation rate from nominal GDP growth. Similar logic applies to the relationship between the nominal and the real interest rate:

Real interest rate = Nominal interest rate − Inflation rate.

Or using symbols,

$$r = i − \pi,$$

where $r$ is the real interest rate, $i$ is the nominal interest rate, and $\pi$ denotes the rate of inflation. Economists call this the Fisher equation, naming it after Irving Fisher (1867–1947) whose research emphasized the distinction between the nominal and real interest rates. Here is an example of the Fisher equation in action. If the nominal interest rate is 5 percent and the inflation rate is 2 percent, then the real interest rate is

$$3\% = 5\% − 2\%.$$
Why will optimizing economic agents use the real interest rate, \( r \), when thinking about the economic cost of a loan? If you borrow one dollar for a year, you will need to pay back \((1 + i)\) dollars in a year. Inflation implies that each dollar that you borrowed (and spent) at the beginning of the year has the same purchasing power as \((1 + \pi)\) dollars a year later because the inflation rate is \( \pi \). It would be misleading to compare a dollar paid back at the end of the year to a dollar with more purchasing power borrowed at the beginning of the year. Optimizers recognize that they should compare what they pay back at the end of the year to what they borrowed at the beginning of the year, adjusting the dollars they borrowed for a year’s worth of inflation. In essence, the relevant real price of the loan is the difference between what the borrower pays back \((1 + i)\) and the inflation-adjusted value of the dollar he or she originally borrowed, \((1 + \pi)\):

\[
(1 + i) - (1 + \pi) = i - \pi.
\]

Recall that the real interest rate is \( i - \pi \), which appears on the right-hand side of the last equation. We have shown that the real interest rate is equal to the difference between what the borrower pays back and the inflation-adjusted value of the dollar he or she originally borrowed. The real interest rate is the real (inflation-adjusted) cost of a $1 loan. (In the next chapter we will return to this equation and discuss the role of inflationary expectation in thinking about the real interest rate.)

**The Credit Demand Curve**

Because it is the real interest rate, \( r \), that matters for business and individual decisions, the demand for credit will also be a function of this real interest rate. The credit demand curve is the schedule that reports the relationship between the quantity of credit demanded and the real interest rate.

Exhibit 10.1 plots the credit demand curve, with the quantity of credit demanded on the horizontal axis and the real interest rate on the vertical axis. The credit demand curve slopes downward because the higher the real interest rate, the lower the quantity of credit demanded. As BatteryPark’s demand for credit illustrates, the higher the interest rate a firm pays to borrow money, the lower the borrower’s profit. So, fewer borrowers will be willing to obtain a loan at a higher interest rate. This is conceptually the same as other demand curves: when the price of any good—like carrots or caviar—goes up, consumers tend to buy less of it. Credit works the same way, where the real “price” of credit is the real interest rate. The steepness of the credit demand curve tells us about the sensitivity of the relationship between the real interest rate and the quantity of credit demanded.

1. When the credit demand curve is relatively steep, the quantity of credit demanded doesn’t change that much in response to variation in the real interest rate.
2. When the credit demand curve is relatively flat, the quantity of credit demanded is relatively sensitive to variation in the real interest rate.
Banks play the role of middlemen, matching savers and borrowers.

Having emphasized that the real interest rate is the price that appears on the vertical axis of Exhibit 10.1—you can think of it as the price of borrowing money—it is important to remember that almost all loans are made at a nominal interest rate. For example, banks quote a nominal interest rate when you apply for a mortgage. Businesses also borrow at a nominal interest rate when they take out a loan. However, what is relevant for the decisions of an optimizer is the implied real interest rate. The real interest rate will play a central role in macroeconomic analysis in the next several chapters, especially the real interest rate for long-term borrowing (like 30-year mortgages or 10-year corporate loans). For now, we focus on the relationship between the real interest rate and the demand for credit. We return to the nominal interest rate and its relationship to the real interest rate in the next chapter. When using the credit demand curve it is important to draw a very careful distinction between movements along the credit demand curve, as in Exhibit 10.1, and shifts of the credit demand curve. You have already encountered this distinction when we first introduced it in Chapter 4, and it still applies here. Exhibit 10.2 illustrates shifting demand curves. Many factors cause the demand curve to shift:

- **Changes in perceived business opportunities for firms.** Businesses borrow to fund their expansions. For example, if an airline like United Airlines notices that more and more travelers are trying to buy plane tickets, then United’s demand for airplanes will increase. United will then have to borrow money to buy or lease more planes, so its credit demand curve will shift to the right. If other businesses are experiencing similar trends and increasing their demand for credit at a given real interest rate, then the market (or aggregate) credit demand curve will shift to the right.

- **Changes in household preferences or expectations.** Households borrow for many reasons: buying a home, a car, that gargantuan flat-screen TV, or paying college tuition bills. If household preferences change so that they would like to consume more of these goods and services, they will tend to borrow more. Likewise, they’ll be more willing to borrow when they grow more optimistic about the future, for example, because they expect that they’ll be in a good position to pay back those loans later. Such changes in household preferences or expectations shift the market credit demand curve to the right. Likewise, if households become more pessimistic about the future, then they will cut their desired borrowing at each interest rate, shifting the market credit demand curve to the left.

- **Changes in government policy.** Government borrowing in the credit market can swing violently from year to year. For example, in 2007 the U.S. federal government ran a deficit of $0.4 trillion, which implies that it borrowed $0.4 trillion on the credit market. As the 2007–2009 recession deepened, household and business income fell; this situation in turn reduced tax revenues collected by the government. At the same time, government spending rose both to help out struggling families and to stimulate the contracting economy. By 2009, the government deficit was $1.5 trillion. Holding all else equal, an increase in government borrowing shifts the market credit demand curve to the right. (By 2013, the federal government deficit had shrunk to $0.8 trillion, representing a substantial reversal from 2009.) Finally, the government’s tax policies can also shift the credit demand curve. Sometimes the government stimulates investment in physical capital by lowering taxes on profits or explicitly introducing subsidies for physical capital investment, thereby shifting the market credit demand curve to the right.

**Saving Decisions**

Banks provide credit to businesses and households that wish to borrow. But where do banks obtain the money that they lend out?

Other economic agents with excess cash have deposited their money in the bank. In this sense, banks play the role of middlemen, matching savers and borrowers. Banks aren’t the only middlemen in the market for credit. Many different kinds of institutions—we provide a partial list later in this chapter—play the critical role of linking people with savings to people or firms who want to use those savings.

Let’s momentarily ignore the institutions that serve as the middlemen and focus on the depositors—in other words, the savers—who are the initial source of the funds that
borrowers will ultimately receive. Savers have money that they are willing to lend out because they prefer to spend it in the future rather than today. Of course, they could keep their money under a mattress or bury it under a palm tree on a deserted island. But buried treasure doesn’t pay interest.

The Credit Supply Curve

People and firms with saved money obtain interest by lending the money to a bank or some other financial institution. In some cases, this “lending” takes the form of depositing the money at the bank in return for interest on a savings account. How much money are the savers willing to lend in this way? To answer this question, we need to understand the optimizing behavior of savers.

Saving results from a natural trade-off: people can spend their income on consumption today or can save it for consumption in the future. Because saving requires giving something up—current consumption—people will only save if they get something worthwhile in return. The real interest rate is the compensation that people receive for saving their money because a dollar saved today has \(1 + r\) dollars of purchasing power in a year, where \(r\) is the real interest rate. Put differently, the real interest rate is the opportunity cost of current consumption—what you are giving up in terms of future purchasing power. Consequently, a higher real interest rate increases the opportunity cost of current consumption and encourages a higher level of saving.

On the other hand, a higher real interest rate might actually lower the saving rate. For example, if the real interest rate is relatively high, savings put aside when a person is young will grow relatively quickly, enabling a young worker to save less while still achieving a long-run goal of accumulating a retirement nest egg of a certain targeted size. Note, though, in most situations this negative effect on saving is thought to be weaker than the (positive) opportunity cost effect discussed above. In other words, for most people, a higher real interest rate induces a higher saving rate.
10.2

10.3

Why Do People Save?

There are five key reasons that people save for the future.

1. First and foremost, people save for retirement. When you retire, you’ll only receive a fraction of the income that you received during working life. For example, the Social Security program pays the typical U.S. household a bit less than half of the household’s preretirement income. If you don’t want your consumption to fall sharply when you retire, you’ll need to save some of your preretirement income. Most advisers recommend that working households in the United States contribute 10 percent to 20 percent of their income to a retirement savings account—for instance a 401(k) account or an IRA (Individual Retirement Account).

2. People save “for their kids,” for example, for their weddings or their future educational investments like college and postgraduate school. A small fraction of parents also leave significant amounts of money to their kids in their wills. (Such gifts are called bequests.)

3. People save to pay for predictable large expenses, like a home purchase, durable goods (for instance, a washing machine or a car), and vacations.

4. People save so they can invest in a personal business. Small businesses sometimes can’t obtain loans from banks. The bank’s loan officer might not believe in your latest, greatest business idea. (If you were a bank’s loan officer, would you give a loan to a recent college graduate with a plan to open a new taxi and limo service like BatteryPark?) In cases where outside funding can’t be obtained, small business owners must use their own savings to fund their breakthrough ideas.

5. People save for a “rainy day.” Your roof might spring a leak and require an expensive repair. You might lose your job. You might have a large medical expense that is not covered by insurance. In situations like these, you’ll need a fund that you can lean on to get through hard times.

This leads us to conclude that the credit supply curve, which is the schedule that reports the relationship between the quantity of credit supplied and the real interest rate, is upward-sloping. Specifically, a higher real interest rate encourages more saving, increasing the amount of funds that banks can lend and thereby increasing the quantity of credit supplied. Exhibit 10.3 plots the credit supply curve.

As before, it’s important to carefully distinguish between movements along the credit supply curve, as in Exhibit 10.3, and shifts of the credit supply curve, as in Exhibit 10.4. Movements along the supply curve correspond to savers’ response to changes only in the
Changes in the saving motives of households or firms may decrease the quantity of credit supplied for a fixed level of the real interest rate, shifting the credit supply curve to the left (panel (a)). When households and firms increase the quantity of credit supplied for a fixed level of the real interest rate, the credit supply curve shifts to the right (panel (b)).

Exhibit 10.4 Shifts in the Credit Supply Curve

Changes in the saving motives of households or firms may decrease the quantity of credit supplied for a fixed level of the real interest rate, shifting the credit supply curve to the left (panel (a)). When households and firms increase the quantity of credit supplied for a fixed level of the real interest rate, the credit supply curve shifts to the right (panel (b)).

real interest rate. Shifts in the credit supply curve are driven by changes in the saving motives of optimizing economic agents, holding fixed the real interest rate.

- **Changes in the saving motives of households.** As discussed above, households save for many reasons—like retirement—but these motives change over time, shifting the credit supply curve. For example, if households start to predict economic hard times ahead, they will save more because they want to build up a store of wealth to be better prepared. This shifts the credit supply curve to the right. Likewise, demographic trends can change the savings behavior of households. For example, as households approach the age of retirement their saving rate tends to rise.

- **Changes in the saving motives of firms.** A firm has positive earnings if its expenses—including the cost of paying employees—are less than the firm’s revenue. Some firms pass such earnings back to their stockholders—for example, by paying shareholder dividends. But some firms retain these earnings, depositing them in the firm’s bank account and saving them for future investment. The magnitude of such retained earnings shifts over time. When firms are nervous about their ability to fund their business activities in the future, they tend to hold on to more retained earnings instead of paying them out as dividends. This shifts the credit supply curve to the right, another form of saving for a rainy day.

**Equilibrium in the Credit Market**

Exhibit 10.5 plots both the credit supply curve and the credit demand curve. This completes our picture of the credit market, where borrowers obtain funds from savers. It is sometimes referred to as the loanable funds market.

We’ve simplified the credit market by assuming that different borrowers all have identical risks of defaulting on their loan. In other words, all borrowers have the same risk of not repaying their loan. This simplification implies that there will be a single equilibrium real interest rate in the credit market. (In actual markets, borrowers with different risks of defaulting face different real interest rates to compensate lenders for these differential default risks.)
Like other markets represented by a supply curve and a demand curve, the equilibrium in the credit market is the point at which the curves intersect. This intersection determines both the total quantity of credit in the market ($Q^*$) and the equilibrium real interest rate ($r^*$). At the equilibrium real interest rate, the quantity of credit demanded is equal to the quantity of credit supplied. A real interest rate above this level would lead to an excess supply of credit, which would typically put downward pressure on the real interest rate. A real interest rate below the equilibrium level would lead to an excess demand for credit, creating upward pressure on the real interest rate.

To see this in action, consider how a shift in the credit demand curve affects the credit market equilibrium, as shown in Exhibit 10.6. For example, assume that the government introduces a tax credit for business investment expenditures so that every dollar a firm invests by building plants or purchasing equipment reduces the taxes that it owes by 30 cents. Such a tax credit reduces the cost of investment to firms and thus raises the net benefit—benefits minus costs—of investment. As a consequence, an optimizing firm’s willingness to borrow in the credit market (to fund investment in plants and equipment) will increase. Consequently, the credit demand curve shifts to the right. The new equilibrium point has a higher real interest rate ($r^{**}$) and a greater quantity of credit supplied and demanded ($Q^{**}$).
Credit Markets and the Efficient Allocation of Resources

Credit markets play an extremely valuable social role. By enabling savers to lend their excess money to borrowers, the credit market improves the allocation of resources in the economy. 

There is a simple way of seeing this. Suppose there was no credit market and you had $1,000 you wanted to save for next year. What could you do with it? You could put it in a safe box in your house—“putting the money under your mattress”—in which case you would just have $1,000 next year. With no inflation, you will have received a real interest rate of zero. If there is inflation, say 5 percent, then the real interest rate you will have received is much worse, −5 percent, because inflation eroded 5 percent of the purchasing power of your money.

We can also work through these examples by using the Fisher equation, which gives the formula for the real interest rate: \( r = i - \pi \). If you receive no nominal interest (so \( i = 0 \)), then the real interest rate is \( r = 0 - \pi \). When the inflation rate is zero (so \( \pi = 0 \) percent), the real interest rate is \( r = 0 - 0 = 0 \) percent. When the inflation rate is 5 percent (so \( \pi = 5 \) percent), then the real interest rate is \( r = 0 - 5 = -5 \) percent.

You might do better than a 0 percent nominal interest rate by lending your money to your uncle who has some business venture in mind. But unless your uncle happens to be a good businessman, this choice might be worse than the mattress option.

Unknown to you, there could be several borrowers (possibly more reliable than your uncle!) who need that $1,000 for their investment. Without credit markets, they would also suffer because many of them would not be able to raise the necessary funds.

The valuable social role of credit markets is to match savers like you with borrowers. When credit markets work, you will get a reasonable return on your $1,000 saving (typically an average real return of 1 percent to 5 percent depending on how much risk you take), and worthy potential borrowers will be able to raise the funds they need.

By enabling savers to lend their excess money to borrowers, the credit market improves the allocation of resources in the economy.

10.2 Banks and Financial Intermediation: Putting Supply and Demand Together

Banks and other financial institutions are the economic agents connecting supply and demand in the credit market. Think of it this way: when you deposit your money in a bank account, you do not know who will ultimately use it. The bank pools all of its deposits and uses this pool of money to make many different kinds of loans: credit card loans to households; mortgages to home buyers; small loans to entrepreneurs; and large loans to established companies like General Electric, Nike, and Ford. Banks even make loans to other banks that need cash.

Running a bank is a complicated operation, and, so far, we’ve taken it all for granted. When we talked about the market for credit in the last section, we assumed that the lenders and borrowers could easily find each other. But in real life, matching lenders and borrowers is complex. Banks are the organizations that provide the bridge from lenders to borrowers, and because of this role, they are called financial intermediaries. Broadly speaking, financial intermediaries channel funds from suppliers of financial capital, like savers, to users of financial capital, like borrowers.

Financial capital comes in many different forms, including credit (which is also referred to as debt) and equity. When a saver turns her savings into credit, she loans her savings to another party in exchange for the promise of repayment of her loan with interest. When a saver turns her savings into equity, she uses her savings to become a shareholder in a company, which means that she has obtained an ownership share and a claim on the future profits of the company. These profits are paid out as dividends to the company’s shareholders.
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10.1 Assets and Liabilities on the Balance Sheet of a Bank

To understand what banks do, it helps to first look at a bank’s balance sheet, which summarizes both its assets and its liabilities. Assets include the investments the bank has made, government securities the bank holds, and the money the bank is owed by borrowers, including households and firms that have taken loans from the bank. The bank’s liabilities include claims that depositors and other lenders have against the bank. For example, when a household deposits $10,000 at a bank, that deposit is a liability for the bank—money that the bank owes to the depositor.

Accountants call this statement of assets and liabilities a balance sheet because it is set up so that the assets and liabilities are balanced one for one. Think of the words own and

10.2 Banks Are Only One of Many Types of Financial Intermediaries

Many different types of financial institutions act as financial intermediaries, channeling funds from suppliers of financial capital—in other words, savers—to users of financial capital. In addition to banks, financial intermediaries include, but are not limited to, asset management companies, hedge funds, private equity funds, venture capital funds, bank-like businesses that comprise the “shadow banking system,” and even pawnshops and shops that give payday loans.

Asset management companies, like Blackrock, Fidelity, and Vanguard, enable investors to use their savings to buy financial securities like stocks and bonds. When you buy a company’s stock, you are buying a share of ownership in that company. When you buy a bond, you are effectively lending money to the company that issued the bond. These stock and bond investments are often made through mutual funds, which are large, diversified pools of securities. The value of all mutual funds in the United States in 2012 was approximately $13 trillion.

Hedge funds are investment pools gathered from a small number of very wealthy individuals or institutions, like university endowments. Hedge funds tend to follow risky, nontraditional investment strategies, like buying large tracts of land that can be used to grow timber, or buying stock in companies that are in financial trouble and have recently experienced large drops in their stock value. Hedge funds charge fees that are much higher than those of mutual funds. The value of all hedge funds in the United States in 2012 was approximately $2 trillion.

Private equity funds are investment pools that also typically involve a small number of wealthy investors. Private equity funds hold securities that are not publicly traded, so you can’t buy them on a stock exchange. For instance, private equity funds might buy a company that is privately owned, like a family business. Alternatively, they might take a publicly traded company private by buying all of the shares in the company. The value of all private equity funds in the United States in 2012 was approximately $3 trillion.

Venture capital funds are a particular kind of private equity fund. They invest in new companies that are usually just starting up and therefore have no track record. For instance, in 1999, two venture capital funds—Kleiner-Perkins and Sequoia Capital—invested $25 million in a start-up company with a funny name—Google—founded the previous year. That single investment is now worth over $25 billion, implying a 1,000-to-1 return on every dollar invested. However, venture capital is a highly risky type of financial intermediation, and the typical venture capital firm didn’t make any money in the decade after the tech bubble burst in 2000. The value of all venture capital funds in the United States in 2012 was about $200 billion.

The shadow banking system is comprised of thousands of institutions that are not officially banks because they don’t take deposits, but nevertheless act like banks in the sense that they raise money and then make loans with those funds. Lehman Brothers, whose bankruptcy fueled the 2008 financial crisis, was one example of a shadow bank. Instead of taking common deposits, Lehman would take loans from large investors like insurance companies and use them to trade stocks and bonds, to make loans to businesses, and to create new financial products that they could sell to other institutions and wealthy investors.

10.3 Securities are financial contracts. For example, securities may allocate ownership rights of a company (stocks), or promise payments to lenders (bonds).
owe to clarify the balance sheet—the balance sheet states what the bank owns (assets) and what it owes (liabilities).

Exhibit 10.7 summarizes some key features of the balance sheet of Citibank at the end of 2013, following the convention of listing assets in the left-hand column and liabilities in the right-hand column. The right-hand column also lists stockholders’ equity, which is defined as total assets minus total liabilities and represents the value of the owners’ (stockholders’) stake in the company. Let’s look in a bit more detail at the key categories that make up the assets and liabilities of the balance sheet.

**Assets**

Citibank’s assets are simplified by being divided into three categories: reserves, cash and cash equivalents, and long-term investments.

1. **Bank reserves** include vault cash (dollars and coins held by Citibank in its own vault) and its holdings on deposit at the Federal Reserve Bank, often called the Fed, which is a special bank that is an agency of the government and is used to regulate the entire monetary system. We have much, much more to say about the Fed in the next chapter. In Exhibit 10.7, Citibank’s reserves account for $294 billion of Citibank’s total assets.

2. **Cash equivalents** are riskless, liquid assets that Citibank can immediately access, like deposits with other banks. An asset is riskless if its value doesn’t change from day to day. An asset is liquid if it can quickly and easily be converted into cash, with little or no loss in value. In Exhibit 10.7, cash equivalents account for $192 billion of Citibank’s total assets.

3. **Long-term investments** mostly comprise loans to households and firms but also include things like the value of the real estate that the bank uses for its operations, such as its bank branches and corporate headquarters. Long-term investments account for $1,398 billion of Citibank’s total assets.

**Liabilities and Stockholders’ Equity**

In Exhibit 10.7, Citibank’s liabilities and stockholders’ equity are divided into four categories: demand deposits, short-term borrowing, long-term debt, and stockholders’ equity.

1. **Demand deposits** are funds “loaned” to the bank by depositors. Most depositors don’t think of this as a loan to a bank, but rather as a deposit to a checking account. These deposits are referred to as demand deposits because the depositor can access the funds on demand—meaning, at any time—by withdrawing the money from an ATM or bank teller, writing a check, or using a debit card to make a store purchase. Even though demand deposits are “cash in the bank,” so to speak, they are liabilities from the perspective of Citibank, because it owes this money to its depositors. Citibank owes depositors $938 billion in demand deposits. We look at these more closely in the next section.

---

**Exhibit 10.7 Citibank’s Balance Sheet, June 2013**

<table>
<thead>
<tr>
<th>Assets</th>
<th>Liabilities and stockholders’ equity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reserves</td>
<td>Demand Deposits</td>
</tr>
<tr>
<td>Cash equivalents</td>
<td>Short-term borrowing</td>
</tr>
<tr>
<td>Long-term investments</td>
<td>Long-term debt</td>
</tr>
<tr>
<td>Total assets</td>
<td>Total Liabilities</td>
</tr>
<tr>
<td></td>
<td>Stockholders’ equity</td>
</tr>
<tr>
<td>294</td>
<td>938</td>
</tr>
<tr>
<td>192</td>
<td>527</td>
</tr>
<tr>
<td>1,398</td>
<td>221</td>
</tr>
<tr>
<td>1,884</td>
<td>1,686</td>
</tr>
<tr>
<td></td>
<td>198</td>
</tr>
<tr>
<td></td>
<td>1,884</td>
</tr>
</tbody>
</table>

Citibank’s balance sheet from June 2013 summarizes the assets that the bank owns, as well as the claims that depositors and other financial intermediaries have against the bank—the bank’s liabilities. Stockholders’ equity is defined as the difference between total assets and total liabilities, so liabilities plus stockholders’ equity is exactly equal to the value of total assets.

Source: Citigroup Inc., 2013 Second Quarter Form 10-Q.
2. **Short-term borrowing** comprises short-term loans that Citibank has obtained from other financial institutions. All of these loans need to be repaid in the next year, and many of these loans are overnight loans that Citibank needs to repay the next day! Usually, such overnight loans are rolled over from one day to the next, meaning that Citibank repays its overnight loans and then instantly arranges new overnight loans with the same lenders. Unfortunately, heavy reliance on short-term debt generates some fragility in the banking system. If lenders suddenly start to worry that Citibank will have difficulty paying back short-term debt, Citibank might have trouble borrowing new funds and would therefore lack the funds it needs to conduct its day-to-day operations. Despite these risks, Citibank funds its operations by borrowing $527 billion of such short-term debt.

3. **Long-term debt** is defined as debt that is due to be repaid in a year or more. Citibank has $221 billion in long-term debt, representing 13 percent of its liabilities. This proportion contrasts sharply with the asset side of the balance sheet, where nearly 75 percent of the assets are long-term. The difference between long-term debt and long-term assets introduces a source of risk for the bank—a topic that we explore later in this chapter.

4. **Stockholders' equity** is defined as the difference between the bank's total assets and total liabilities.

\[
\text{Stockholders' equity} = \text{Total assets} - \text{Total liabilities}.
\]

This difference is equal to the estimated value of the company, or what the total value of Citibank’s shares should be worth if the accountants got everything right.

We can rearrange the identity for stockholders' equity to find that

\[
\text{Total assets} = \text{Total liabilities} + \text{Stockholders' equity}.
\]

Looking at this equation, you can see that the two sides (left and right) of the balance sheet match up. Given the way in which accountants define stockholders' equity, the liability side of the balance sheet and the asset side of the balance sheet are always perfectly balanced.

### 10.3 What Banks Do

We can use the bank’s balance sheet to identify three interrelated functions that banks perform as financial intermediaries.

1. Banks identify profitable lending opportunities.
2. Banks transform short-term liabilities, like deposits, into long-term investments in a process called **maturity transformation**.
3. Banks manage risk by using diversification strategies and also by transferring risk from depositors to the bank’s stockholders and, in some cases, to the U.S. government.

We discuss each of these three functions in turn.

#### Identifying Profitable Lending Opportunities

One of the main roles of banks is to find creditworthy borrowers and channel savings of depositors to them. Thus, banks bring together the two sides of the credit market. Banks are in a good position to do this because, given their willingness to lend, they attract a large number of would-be borrowers and choose the more creditworthy among them. Banks employ armies of investment specialists and loan officers trained in identifying the best loan applications.

#### Maturity Transformation

Recall from Exhibit 10.7 that 87 percent of Citibank’s liabilities, which are shown on the right-hand side of its balance sheet, are short-term (made up of demand deposits and short-term borrowing), while nearly 75 percent of its assets, shown on the left-hand side, are long-term investments. Citibank has transformed its short-term liabilities into long-term assets.

**Maturity** is the time until debt must be repaid. Demand deposits have a 0-year maturity, because the depositor can take back her money at any time. In contrast, when banks lend...
Maturity transformation is the process by which banks take short-maturity liabilities and invest in long-maturity assets (long-term investments).

To borrowers, such loans usually have a maturity ranging from several years up to 30 years. The transfer of short-term liabilities like demand deposits into long-term investments is called maturity transformation.

Maturity transformation is what enables society to undertake significant long-term investments. But it also implies that banks wind up with a mismatch between the short-term maturities of their deposits and the long-term maturities of their loans. This maturity mismatch could get them into trouble if lots of depositors were to simultaneously ask to make withdrawals. Banks can’t simply recall their long-term loans if their short-term depositors want their money back. To ensure that they can fulfill demands for withdrawals, banks do not lend out all of their deposits. They hold back some fraction of the deposit pool as reserves or some other form of cash-like security.

Banks have a large number of depositors, and typically only a tiny fraction of depositors demand their funds on any given day. Banks are also able to exploit the fact that withdrawals of existing deposits and inflows of new deposits are roughly offsetting on most days. Banks therefore usually need only a small pool of reserves to meet the net withdrawals of deposits. This enables them to commit most of their demand deposits to long-term investments.

Management of Risk

A bank promises that depositors will never lose a penny. This is a striking promise, since the bank makes risky loans with the depositors’ savings. For example, banks often invest in mortgages—loans to households to purchase houses—which are risky. About 12 percent of the mortgages held by banks at the beginning of the 2007–2009 financial crisis ended up late on payments or in default.

Banks manage risk in two ways. First, they hold a diversified portfolio: a typical bank invests not only in mortgages but in a diverse set of assets, including business loans, loans to other financial institutions, and government debt. A diversified portfolio is useful because all the diverse assets of the bank are unlikely to underperform at the same time.

But diversification by itself isn’t sufficient to manage risks because sometimes a large fraction of even a diverse set of assets may underperform. Most types of assets lost value during the 2007–2009 financial crisis. But even then, depositors remain safe, because of banks’ second strategy of risk management: shifting risk to stockholders, and ultimately, during severe financial crises, to the U.S. government.

To understand how risk is transferred, consider what happens to a simplified bank balance sheet after its long-term investments lose 10 percent of their value. To keep things simple, we analyze a bank with exactly $11 billion in assets, which is allocated to $1 billion in reserves and cash equivalents and $10 billion in long-term investments.

Panel (a) of Exhibit 10.8 reports an original balance sheet, while panel (b) of Exhibit 10.8 reports a new balance sheet with two changes. First, the value of long-term assets has
FDIC was founded in 1933. Insurance Corporation. The volume of withdrawals driven by a bank run experiences an extraordinarily large of liquid assets with which to pay withdrawals.

A bank becomes insolvent when the value of the bank’s assets is less than the value of its liabilities. A bank is solvent when the value of the bank’s assets is greater than the value of its liabilities.

A banking panic can be self-fulfilling—it feeds on itself.

A bank run occurs when a bank experiences an extraordinarily large volume of withdrawals driven by a concern that the bank will run out of liquid assets with which to pay withdrawals.

Bank Runs

Though socially useful, the maturity and the risk transformation roles played by banks also create some risks. Most importantly, maturity transformation causes many of the bank’s assets to become illiquid—that is, by turning short-term liabilities into long-term, illiquid assets, the bank may have a hard time trying to withdraw their deposits at the same time. If the bank has mostly long-term, illiquid assets, the bank may have a hard time coming up with the cash that it will need to pay out those withdrawals. As word gets out that the bank’s cash is running low, more depositors will try to make withdrawals in the hope that they can get what little cash remains.

In this way a banking panic can be self-fulfilling—it feeds on itself. An unusually large amount of withdrawals reduces the bank’s cash, and this cash shortage begets even more withdrawals as depositors race to withdraw their deposits before the bank runs out of cash. Even if a bank was healthy before the panic, it might no longer be healthy after losing many of its depositors and being forced to sell its illiquid assets in “fire sales” where the bank doesn’t get a good price for the assets because it doesn’t have enough time to find the buyers who are willing to pay the highest price. The expanding panic and rising flood of withdrawals is called a bank run.

Bank runs have various economic costs. Most importantly, a run forces a bank to liquidate its long-term, illiquid assets prematurely. This sometimes involves abandonment...
or inefficient liquidation of long-term investments in physical capital such as construction projects. In addition, since banks are key participants in the credit market, bank runs also disrupt the smooth working of the credit market.

Bank runs occurred in different forms during the most recent financial crisis, although some of the bank runs were hard for the public to see. The most visible bank run occurred in 2007 at Northern Rock, a U.K. bank that specialized in mortgage lending. Northern Rock’s depositors were worried that the bank was insolvent, so they started to withdraw their deposits from the bank. These withdrawals snowballed into the first U.K. bank run in 150 years. Northern Rock desperately tried to find a stronger bank that would buy it out and instill confidence in its depositors. No such sale could be arranged, and Northern Rock was subsequently taken over by the U.K. government.

**Bank Regulation and Bank Solvency**

If bank runs were a frequent occurrence, the banking system would be quite unstable. Fortunately, bank runs like the one on Northern Rock—with tens of thousands of jittery depositors rushing to withdraw their money—have been relatively rare since the 1930s because of deposit insurance. If a bank fails for any reason, depositors’ balances are protected up to some cap. All deposits at or below the cap are paid out in full by the relevant (government) insurance agency (the FDIC in the United States).

Deposit insurance didn’t stop the bank run at Northern Rock, since the caps were relatively low in 2007 in the U.K. and many depositors had balances above the cap. Even depositors with fully insured accounts also withdrew their money, as they were afraid that the failure of Northern Rock would temporarily prevent them from accessing their money.

But households aren’t the only economic agents depositing money at banks. Firms like Nike and Microsoft also hold bank accounts. Moreover, a bank might borrow money from other banks. When large firms and the general banking community lose confidence in a weak bank, an institutional bank run may ensue, in which firms and banks withdraw their deposits (and short-term loans) from the weak bank. FDIC insurance won’t prevent institutional bank runs because institutions make deposits and short-term loans that are far too large to be fully insured by the FDIC. Institutional bank runs occurred frequently during the 2007–2009 financial crisis. However, because it is impossible to take a photograph of an institutional bank run, it is hard to know exactly when one of them is occurring.

We do know that the collapse of the investment bank Lehman Brothers in 2008 was preceded by an institutional bank run. Investment banks specialize in helping firms and governments make large financial transactions, especially for clients that need to raise financial capital to make investments. Investment banks are not FDIC-insured and do not take any deposits the way your neighborhood bank does. Instead, all of the liabilities on an investment bank’s balance sheet are loans from other institutions, including other banks.

Many of the largest institutions that lent money to Lehman Brothers decided to stop making such short-term loans in the two weeks before Lehman went bankrupt. In other words, Lehman experienced an institutional bank run just before it failed. We now know that Lehman was insolvent at this time—its liabilities exceeded its assets. No wonder smart banks were unwilling to extend new loans to Lehman in the weeks before Lehman’s bankruptcy.

Naturally, banks are very eager to avoid such financial meltdowns. They have many strategies at their disposal, though some of these strategies work better than others. As always, prevention is the ideal cure. The ultimate source of strength is to have lots of stockholders’ equity, implying that a bank has assets that far exceed the value of its liabilities. When a bank owns far more than it owes, it is said to be well capitalized. In this case, the public should have no doubt about a bank’s solvency, which reduces the likelihood of a bank run.

If a bank is running short of reserves, it can stop making new loans and it can sell its long-term investments. However, these efforts can backfire, because they may actually reveal that a bank is in trouble and can intensify the panic that may already have begun. In addition, if a bank stops lending, it reduces its ability to act as a financial intermediary and reduces its earnings at exactly the time when it needs those earnings the most.
Banks work very hard to create the impression that they are bedrock institutions. But they haven’t proved to be as solid as advertised. In the United States alone, nearly 20,000 banks have failed since 1900. However, most of those failures occurred before the establishment of the FDIC in 1933, which created deposit insurance and also enforced strict nationwide bank regulations. Nevertheless, even since the FDIC was established, more than 3,000 banks have failed.

Bank failures appear to be a regular feature of modern market economies. The U.S. economy has still observed four major waves of bank failures since the beginning of the twentieth century. The first wave of these bank failures occurred from 1919 to 1928—the decade before the Great Depression—when almost 6,000 banks failed, or 20 percent of all banks in the United States. These failures were concentrated among rural banks that issued mortgages to farms with land values that subsequently fell.

The second wave hit during the Great Depression (1929–1939), when more than 9,000 banks failed. This wave of bank failures was far more severe than the failures of the 1920s. For example, in 1933 alone, more than 25 percent of all U.S. banks failed. All told, nearly 50 percent of all U.S. banks failed during the Great Depression.

The third wave occurred during the savings and loan crisis in the 1980s and early 1990s. Savings and loan associations are one type of regional bank. During the savings and loan crisis nearly 3,000 banks failed, comprising about 15 percent of all U.S. banks. The crisis was caused by a boom-to-bust cycle of rising and then falling agricultural and oil prices. During the period of rising prices, the banks made risky investments in local farms and businesses. When agricultural and oil prices turned around, those investments were decimated.

The fourth wave of failures resulted from the 2007–2009 financial crisis. By year-end 2012, there were over 460 bank failures, representing less than 5 percent of all U.S. banks. At first glance, this may seem to be relatively small when compared with the earlier waves. But the 2007–2009 wave included the failure of Washington Mutual in 2008, with more than $300 billion in assets. The largest previous bank failure was Continental Illinois, which collapsed in 1984 with $40 billion in assets, which is equal to $90 billion in 2008 dollars.

Even more importantly, the 2007–2009 financial crisis coincided with the collapse of several (nonbank) financial institutions, like Lehman Brothers. As described earlier, investment banks like Lehman are not regular banks since they don’t take deposits and their lenders are not

---

**Exhibit 10.9 Annual Rate of Bank Failures in the United States (1892–2013)**

The number of annual bank failures in the United States divided by the number of banks in operation.

Sources: Federal Reserve Bank of St. Louis, Federal Reserve System, Federal Reserve Board of Governors, and Federal Deposit Insurance Corporation.
Many economists worry that extremely large banks have become too powerful. If a bank is large enough, the government will think twice before letting the bank fail, as this failure will reverberate through the economy. If one bank fails, then all of the banks that are owed money by the failed bank will suffer losses. And the dominoes might keep falling, as one bank after another fails and the ripples of financial losses keep spreading through other banks. In theory, the failure of one megabank could bring down the whole financial system.

Regulators call such large financial institutions systemically important financial institutions (SIFIs) and agonize about the consequences of the failure of a SIFI. The government faces a devilish problem: if a SIFI is in trouble, even if this is due to the SIFI’s own irresponsible decisions, how could a responsible government not bail the SIFI out? For instance, the government could lend the bank some funds (at a low interest rate) thereby enabling the bank to keep operating and avoiding the cataclysmic economy-wide consequences of the bank’s failure.

Because the SIFI is “too big to fail”—meaning that the government is afraid of letting the megabank fail and will rescue it if it gets into trouble—the SIFI might knowingly choose to take irresponsible risks. If things go badly, the bank will still be OK, since the government will be forced to offer a bailout. It’s the “heads I win, tails you lose” situation, with the winner being the bank’s shareholders and the loser being taxpayers, who indirectly bear the losses when the government sends the financial cavalry in to save the day.

To avoid problems like this, bank regulators have adopted two strategies. First, they now require large banks to explain how they could be wound down in an orderly way if they were to become insolvent. These procedures are referred to as “living wills,” and they spell out how the bank would sell its assets and pay off its creditors in the event that it needed to end its business operations. Such living wills are designed to make it more credible and easier for a government to shut down a failing bank, including a failing SIFI.

Second, regulators are now requiring banks to take on less risk and hold more stockholders’ equity, reducing the likelihood that a large bank will get into trouble in the first place. We return to these issues in the next chapter.
After hearing about the waves of failures that sometimes engulf the banking industry, you might be wondering how these waves originate. Why do so many banks go belly up at the same time?

Banks fail when they invest in long-term assets that subsequently fall in price. Since different banks tend to invest in the same types of long-term assets, banks’ fortunes often rise and fall together. Even a small percentage decline in the value of a bank’s long-term assets can wipe out all of a bank’s stockholders’ equity, causing the bank to become insolvent.

Large changes in asset values are common in economic history. For example, in the late 1920s, stock prices and land prices skyrocketed, only to plummet subsequently during the Great Depression. Likewise, the savings and loan crisis of the late 1980s was caused by a fall in asset values. One of the contributing factors was a roller-coaster ride in the prices of natural resources, particularly oil. From 1972 to 1980, the price of crude oil rose from about $20/barrel to $100/barrel (in 2010 constant dollars) and then fell back, ending up in 1986 where it started in 1972 (using constant dollars). When oil prices peaked in 1980, most forecasters predicted steep ongoing increases in oil prices. Consequently, the subsequent fall in oil prices was unanticipated, devastating the oil-producing regions in the United States, particularly towns in Texas, Louisiana, and Oklahoma. Local businesses lost value, and over ten thousand of them went bankrupt. In turn, the slowdown in regional economies decimated housing prices.

The most recent financial crisis (2007–2009) was also associated with falling asset prices. The real value of U.S. stocks halved and the real value of residential real estate fell by over a third.

Why do asset prices fluctuate so much? The most established theory of stock prices links them to fundamentals—rational forecasts of the future earnings prospects of companies and the future value of interest rates. This theory, often referred to as the theory of efficient markets and associated with Nobel prize-winning economist Eugene Fama, asserts that stock market prices are based exclusively on fundamentals and are entirely rationally determined. It implies that all movements in stock prices reflect rational appraisals of new information, not a tendency for investors to let their emotions get in the way. In the efficient markets’ view, large fluctuations in asset prices are episodes in which important new information became available to investors, who then use this information to rationally update their beliefs about the future profitability of firms traded on the stock exchange.

An alternative view, gaining more traction over the last three decades and developed by another Nobel prize-winning economist, Robert Shiller, links asset price fluctuations to asset bubbles. Bubbles occur when asset prices depart from fundamentals. Some economists believe that substantial asset price bubbles arise on occasion, partly driven by psychological factors and biases, particularly during specific episodes such as extended economic and stock market booms. If bubbles can be identified while they are occurring, then subsequent market crashes would be partially predictable.

Whatever the source of crashes in asset prices, most economists agree that banking regulation plays a useful role in helping the banking sector survive these episodes. Regulators around the world are now drafting new rules that will require banks to have more stockholders’ equity—more assets relative to their liabilities—thereby increasing their ability to survive sharp declines in the value of the assets on their balance sheets. The chapters that follow contain extensive discussions about macroeconomic fluctuations—like recessions—and the many different policies that governments use to reduce the severity of these events.

**Summary**

- Credit is essential for the efficient allocation of resources in the economy; for example, credit allows firms to borrow for investment or households to borrow to purchase a house.

- The relevant price in the credit market is the real interest rate rather than the nominal interest rate. The real interest rate adjusts the price of borrowing or lending for the effects of inflation, thus reflecting the economic trade-off between the present and the future that borrowers and savers face.

- Firms, households, and governments use the credit market for borrowing. The credit demand curve summarizes the relationship between the quantity of credit demanded by borrowers and the real interest rate. The credit demand curve results from optimizing behavior of these borrowers.
The credit supply curve summarizes the relationship between the quantity of credit supplied and the real interest rate and also results from optimizing behavior, this time of savers. They trade off consumption today for consumption in the future, taking into account the reward for delaying consumption—the real interest rate.

The intersection of the credit demand curve and the credit supply curve is the credit market equilibrium. At the equilibrium real interest rate, the quantity of credit demanded is equal to the quantity of credit supplied.

Saving and borrowing in the credit market are intermediated by banks and other financial intermediaries. Banks play three key roles in the economy. First, they find creditworthy borrowers and channel savings of depositors to them. Second, they transform the maturity structure in the economy by collecting money from savers in the form of short-term demand deposits and investing that money in long-term projects. Third, they manage risk by holding a diversified portfolio and by transferring risk from depositors to stockholders and, in economic crises, to the government.

Governments provide deposit insurance that reduces the likelihood of bank runs, and governments intervene to save failing banks in order to avert widespread crises. The U.S. economy has experienced four major waves of bank failures since 1900.
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Questions

1. Under what condition will the nominal interest rate be equal to the real interest rate?
2. Firms, households, and governments use the credit market for borrowing. The credit demand curve shows the relationship between the quantity of credit demanded and the real interest rate.
   a. Why does the credit demand curve slope downward?
   b. What can cause a shift in the credit demand curve?
3. What factors explain why people save for the future?
4. Households and firms with savings lend money to banks and other financial institutions. The credit supply curve shows the relationship between the quantity of credit supplied and the real interest rate.
   a. What is the opportunity cost of saving?
   b. An increase in the real interest rate leads to a rightward shift in the credit supply curve. Is this statement true or false? Explain your answer.
5. What are the key categories on a bank’s balance sheet? Illustrate using a table.
6. What is the shadow banking system?
7. What functions do banks perform as financial intermediaries in the economy?
8. How does diversifying portfolio and shifting risk to stockholders help in protecting depositors’ savings?
9. What is stockholders’ equity? Who bears the risk that a bank faces when stockholders’ equity is greater than zero?
10. What is a bank run?
11. What is the difference between a solvent and an insolvent bank?
12. As the Choice and Consequence box on “Too Big to Fail” notes, bank regulators worry about the prospect of the failure of large financial institutions, dubbed “systemically important financial institutions” (SIFIs).
   a. How would the failure of a SIFI affect the economy?
   b. What steps do bank regulators take to prevent SIFIs from failing or to minimize the effect of such failures?

13. Banks fail when they invest in long-term assets that subsequently fall in price. What are the two views on why asset prices fluctuate so much that they lead to financial crises and bank failures?

**Problems**

*Select problems are available in MyEconLab for practice and instructor assignment.*

   a. How serious is the issue of shadow banking in China?
   b. What are the financial risks that China’s banking system are facing?

2. The 1970s was a period of high inflation in many industrialized countries, including the United States.
   a. Due to the increase in the rate of inflation, lenders, including credit card companies, revised their nominal interest rates upward. How is the rate of inflation related to the nominal interest rate that credit card companies charge? Why would lenders need to increase the nominal interest rate when the inflation rate increases?
   b. Usury laws place an upper limit on the nominal rate of interest that lenders can charge on their loans. In the 1970s, in order to avoid usury laws, some credit card companies moved to states where there were no ceilings on interest rates. Why would credit card companies move to states without usury laws during a period of high inflation like the 1970s?

3. Imagine two economies—Worksa and Relaxsa. In Worksa, people’s saving is insensitive to the real interest rate. On the other hand, in Relaxsa, people’s saving largely depends on the real interest rate. Both countries have the same credit demand curve slope.
   a. Referring to the above information, compare the slope of the credit supply curves in these two countries. Now both governments plan to raise $10 billion to finance infrastructure projects in their own countries. To raise the necessary funds, the government will borrow money from the credit market.
   b. Suppose the loans made by governments in their own countries will not affect people’s saving habits. Assume that the initial interest rates for both countries are the same. Plot a graph showing how borrowing from the government affects the interest rate in Worksa and Relaxsa. Compare the results. Which country’s real interest rate will be affected more?

4. In August, 1979, the annual rate of inflation in the U.S. was nearly 12%, and the U.S. short-term nominal interest rate was nearly 10%. Over the next 35 years, both the rate of inflation and short-term nominal interest rate tended to fall. By August 2014, the rate of inflation was about 2% and the short-term nominal interest rate was close to 0%. How has the real short-term interest rate changed from 1979 to 2014? Why do the inflation rate and the nominal interest rate tend to move together over the long-run?

5. Explain how the equilibrium real interest rate and the equilibrium quantity of credit would change in each of the following scenarios, and illustrate your answer with a well-labeled graph of the credit market.
   a. As the real estate market recovers from the 2007–2009 financial crisis, households begin to buy more houses and condominiums, and apply for more mortgages to enable those purchases.
   b. Congress agrees to a reduction in the federal deficit, which results in a significant decrease in the amount of government borrowing.
   c. Households begin to fear that the recovery from the 2007–2009 recession will not last, and become more pessimistic about the economy.
   d. Businesses become more optimistic about the future of the economy, and decide to distribute more of their earnings as dividends to their shareholders.

6. On September 18, 2008, there was a rumor that a bank in Hong Kong, Bank of East Asia, incurred a large loss in trading derivatives including the exposure to Lehman Brothers, and that it may downgrade its credit rating. Even though Bank of East Asia announced that its trading loss was small, it could not stop people from withdrawing their deposits.
   a. How did the rumor trigger the run on Bank of East Asia?
   b. What are the possible economic costs of bank runs?
   c. The run on Bank of East Asia ended after two days. What measures were taken to stop this? (You may search the news about the run on Bank of East Asia to answer this question.)
7. Banks that practice narrow banking match the maturity of their investments with the term of the deposits that they collect from the public. In other words, narrow banks take short-maturity deposits and invest in assets that carry a low level of risk and are also of short-term maturity, like short-term government debt.

   a. Suppose that all FDIC-insured banks decide to adopt narrow banking. How would narrow banking reduce the level of risk in the banking system?
   b. If narrow banking reduces systemic risk, why do banks still practice maturity transformation?

8. If you have studied microeconomics, you may recall a concept called “moral hazard.” Moral hazard occurs when an economic agent is incentivized to take risks because some (or all) of the losses that might result will be borne by other economic agents.

   Discuss how federal deposit insurance, administered by the FDIC as described in the chapter, might lead to moral hazard.

9. Recall from the chapter that banks in the United States hold a fraction of their checking deposits as reserves, either as vault cash or as deposits with the Federal Reserve (where they earn very little interest). Regulations require them to hold a certain percentage (currently 10 percent) of their checking deposits as reserves. However, banks are free to hold additional reserves if they choose. The latter are called excess reserves. Ordinarily, banks held very few excess reserves. However, starting in the financial crisis of 2007–2009, the amount of excess reserves held by banks went from virtually zero to over 1.8 trillion dollars.

   a. Explain why banks would be expected to try to minimize the amount of excess reserves that they hold.
   b. Based on what you learned about banking in the chapter, explain why you think that the crisis prompted banks to dramatically expand the amount of excess reserves they held.

10. Lehman Brothers Holdings Inc., an investment bank, experienced a bank run in 2008. There was also a run on Northern Rock, a commercial bank, in 2007.

   a. What were the similarities between these two bank runs? How were they different?
   b. Lehman Brothers was not insured by the Federal Deposit Insurance Corporation (FDIC) but deposits at Northern Rock were insured by the U.K. government. What could explain why there was still a bank run at Northern Rock?

11. The “Choice and Consequence” box on “Asset Price Fluctuations and Bank Failures” discusses the relationship between the prices of things like oil and real estate, and the solvency of lending institutions like banks.

   Consider the following two scenarios. Supply the missing entries, and answer the questions that follow.

   Assume that Securitas Bank is a large bank in the country of Hyponatremia. The bank’s only assets and liabilities at the beginning of the year are given in the following balance sheet:

<table>
<thead>
<tr>
<th>Securitas Bank Balance Sheet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assets</td>
</tr>
<tr>
<td>----------------------------</td>
</tr>
<tr>
<td>Reserves and Cash Equivalents</td>
</tr>
<tr>
<td>Long-term Investments</td>
</tr>
<tr>
<td>Total Assets</td>
</tr>
</tbody>
</table>

   Assume now that due to an economic downturn, the value of each bank’s long-term investments declines by 10%. Show the resulting situation on each bank’s balance sheet. How would you describe the resulting situation for each bank? Relate your answer to the discussion in the chapter of the concept of “Too Big to Fail.”

12. The sharpest one-day percentage decline in the Dow Jones Industrial Average (DJIA) took place on October 19, 1987. The DJIA fell 23% on this one day. Foreign exchange markets and other asset markets also exhibit large fluctuations on a daily basis. Based on the information given in this chapter, discuss some factors that could explain why asset prices fluctuate.
What caused the German hyperinflation of 1922–1923?

During a hyperinflation, a country’s price level doubles within 3 years. In 1923, the inflation rate in Germany blew past this threshold. At one point, prices were doubling every three to four days. At that pace, prices doubled about 8 times in one month. For example, a single egg cost about 1 million German marks on October 1, 1923, and it cost about 256 million marks 30 days later:

8 Doublings: 2, 4, 8, 16, 32, 64, 128, 256

During the entire period of German hyperinflation, prices rose by a factor of roughly 500 billion. German currency lost so much value that a briefcase or, in some cases, a wheelbarrow was needed to carry enough paper currency to buy a day’s groceries. Paper currency with low denominations had so little value that it was used to make toys, such as the kite on the left.

You might guess that there is something unique about Germany that caused this mass hysteria. But hyperinflations have occurred in many countries over the last century, including Austria, Argentina, Brazil, Chile, China, Hungary, Greece, Poland, and Zimbabwe, to name a few. In this chapter, we examine why hyperinflations occur and explain how they can be avoided. Using these insights, most countries have avoided hyperinflations since the end of World War II. Nevertheless, not all policymakers have learned these lessons. For example, since 2011, Belarus, Iran, and Venezuela have suffered from debilitating hyperinflations.
Money has three key roles: serving as a medium of exchange, a store of value, and a unit of account.

The quantity theory of money describes the relationship between the money supply, velocity, prices, and real GDP.

The quantity theory of money predicts that the inflation rate will equal the growth rate of the money supply minus the growth rate of real GDP.

The Federal Reserve, the U.S. central bank, has a dual mandate—low inflation and maximum employment.

The Federal Reserve holds the reserves of private banks.

The Federal Reserve’s management of private bank reserves enables the Fed to do three things: (1) set a key short-term interest rate; (2) influence the money supply and the inflation rate; and (3) influence long-term real interest rates.

11.1 Money

Money is the asset that people use to make and receive payments when buying and selling goods and services.

"Money simultaneously serves three functions in a modern economy. It is a medium of exchange. It is a store of value. It is a measure of relative value, or a unit of account."

A medium of exchange is an asset that can be traded for goods and services.

A store of value is an asset that enables people to transfer purchasing power into the future.

Money is the asset that people use to conduct these transactions. We can’t understand how the world economy works without first understanding how money lubricates the system.

To introduce the role of money, consider a student majoring in English who works part-time in a bookstore; she exchanges her labor for money. Assume she uses her bookstore wages to buy something she wants, say, an iPhone. In this example, money greases the wheels of the exchange: she will give up 20 hours of time in the bookstore to eventually obtain an iPhone. Without money, the English major would have a hard time directly trading her labor for an iPhone. It is far more efficient for Apple to take her money than her labor in exchange for the iPhone.

The Functions of Money

Money simultaneously serves three functions in a modern economy:

1. It is a medium of exchange.
2. It is a store of value.
3. It is a measure of relative value, or a unit of account.

A medium of exchange is something that can be exchanged in return for goods and services, thereby facilitating trade. For example, when you hand the cashier $10 for a pepperoni pizza, you are using money—in this case currency—as a medium of exchange. The use of money allows for a convenient, universally acceptable way of buying and selling goods and services.

Money serves as a better medium of exchange when it is also a store of value—it enables people to transfer purchasing power into the future. We expect that the $10 bill we receive on Tuesday will be accepted as a form of payment on Wednesday, or even a decade
from now. If pizzeria owners didn’t trust that the $10 bill would be accepted in the future, they would not accept the $10 bill today.

Money also provides the yardstick for describing prices. What does it cost to buy a pair of jeans? In principle, we could report the price in units of eggs. For example, one pair of jeans might be equal in value to 200 eggs. Alternatively, we could report all prices in units of bananas: one pair of jeans might be worth 100 bananas. But shopping would be difficult if every store used a different yardstick for reporting prices. Life would be easier with a single yardstick for measuring value—a unit of account. Modern economies use money as the unit of account—a universal yardstick that expresses the price of different goods and services. We measure the cost of a good by the number of dollars it takes to buy that good, not by the equivalent value in bananas.

Economic transactions are much easier to conduct when there is a medium of exchange, a store of value, and a universal unit of account. Money performs all of these critical tasks simultaneously.

Types of Money

Paper money was invented around 1,000 AD in China, but other forms of money have existed throughout human history. Before the adoption of paper money, people used money that was valuable in and of itself. The most well-known examples are silver and gold, though goats, chickens, and horses were also sometimes used.

Modern societies have switched to using fiat money—something that is used as legal tender by government decree and is not backed by a physical commodity, like gold or silver. For example, paper money is valuable only because other people will accept it as money. We don’t accumulate Benjamins because we like the fine portrait of Benjamin Franklin on the $100 bill. Rather, $100 bills are useful for exchange, for storing value, and for keeping accounts because we trust that paper currency will be used for these purposes in the future.

In theory, any object in limited supply could play the role of fiat money, like used ticket stubs from major league baseball games or cobblestones taken from Peter’s Square in the Vatican. But if we used things like ticket stubs or cobblestones for money, there would be a far greater risk of somebody counterfeiting them. This problem is partially resolved by having the government create fiat money that is difficult and illegal to counterfeit (and easy to carry around).

The Money Supply

How much money do you have available to purchase goods and services today? For many people, the answer would be much more than the amount of cash they have in their pocket. Suppose you had $10 of currency in your wallet and a $1,000 balance in your checking account. The minute you pull out your checkbook, the money available to you for purchases jumps from $10 to $1,010. And why stop there? You could increase the balance in your checking account by electronically transferring funds from your savings account.

Money
In 1861, at the beginning of the Civil War, the U.S. government paid its soldiers with paper currency that was convertible into gold. However, in 1862, the government ran short of gold and switched to fiat currency, which is not convertible.

You can see the difference in the following pair of images. The top image is paper currency issued in 1861, which is convertible into gold. It was called a Demand Note, because the note could be exchanged for gold “On Demand”—look for those words in the center of the note. The lower image is currency issued in 1862, which could not be exchanged into gold and omits the phrase “On Demand.”

When the introduction of fiat money was debated in 1862, the idea was highly controversial. Many politicians believed that money would work only if it were backed by gold or silver. However, once it was issued, the 1862 fiat money quickly gained acceptance and did not generate hyperinflation. Convertibility wasn’t reintroduced until 1879.

The Civil War was just one of many periods in which fiat money has been used in the United States. The American colonies temporarily used fiat money during the Revolutionary War. The United States temporarily adopted fiat money during the War of 1812. Following each of these episodes, convertibility was eventually reinstated.

In fact, new non-convertible electronic currencies are now being introduced by private organizations. Because these new currencies are not endorsed by the government, they are not fiat currencies, and their future success is anyone’s guess. These electronic cryptocurrencies are protected with computer codes (cryptography) that make theft of the currency difficult, though not impossible. The use of computer codes also hides the identities of the agents who use the currencies. The most famous, and the first, cryptocurrency, is bitcoin.

Cryptocurrencies have had a controversial start. The electronic exchanges on which cryptocurrencies are traded have frequently been used for illegal transactions, such as the sale of cocaine. Moreover, several exchanges have been hacked by rogue computer programmers, resulting in electronic thefts. For example, the bitcoin exchange Mt. Gox declared bankruptcy after $477 million was stolen. Finally, the cryptocurrencies have had volatile valuations, because the public’s demand for these new currencies waxes and wanes. For example, during 2013 the value of a bitcoin rose from $13 per bitcoin at the start of the year to a peak of $1,163 per bitcoin on November 30, before falling to $732 by year-end.

When economists talk about money, we include most forms of assets that can be immediately drawn on to purchase goods and services. With this concept in mind, we define the money supply as currency in circulation, checking accounts, savings accounts, and most other types of bank accounts. You’ll often hear this definition of money supply referred to as M2. Using this definition, the money supply is overwhelmingly comprised of different types of bank accounts.

There are several different definitions of money supply, which go by the related names M1, M2, and M3. To avoid unnecessarily complicating our discussion, we focus on M2.

Exhibit 11.1 plots the evolution of currency in circulation (which does not include currency in bank vaults) and money supply (M2) from 1959 to 2014. To highlight some

CHOICE & CONSEQUENCE
Non-Convertible Currencies in U.S. History

Examples of a demand note (top figure), which was convertible into gold, and fiat currency (bottom figure), which was not.
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Exhibit 11.1 Currency in Circulation Divided by Nominal GDP and Money Supply (M2) Divided by Nominal GDP

Two ratios: (1) currency divided by nominal GDP and (2) money supply (M2) divided by nominal GDP. “Currency” is currency in circulation, which does not include currency in bank vaults. Money supply (M2) is the sum of currency in circulation, checking accounts, savings accounts, travelers’ checks, and money market accounts. The exhibit implies that currency in circulation accounts for about 11 percent of the money supply.

Sources: Data from Board of Governors of the Federal Reserve (money supply and currency in circulation) and Bureau of Economic Analysis, National Income and Product Accounts (GDP). Data is quarterly and covers the period from quarter 1 of 1959 to quarter 1 of 2014, or 1959Q1 to 2014Q1.

Important relationships, we divide everything by the level of nominal GDP. You can see that the ratios have starkly different values. In 2014, there are only about 7 cents of currency in circulation for every dollar of annual GDP. However, there are about 65 cents of total money supply for every dollar of GDP. Hence, the total money supply is about 9 times the magnitude of currency in circulation. This is not surprising once we remember how little cash we carry around compared with the balances in our bank accounts. Moreover, very few of our important financial transactions are conducted with currency. In developed countries, only drug dealers buy a house or a car with a suitcase full of cash. Indeed, even smaller transactions, like paying the rent each month, are rarely conducted with currency.

We can also use Exhibit 11.1 to think about time trends in these ratios. The (Currency in Circulation)/GDP ratio and the (Money Supply)/GDP ratio show no clear long-run time trends, though they do bounce around and they have been rising in recent years.

11.2 Money, Prices, and GDP

We are now ready to study the relationship between money supply, prices, and nominal GDP. Along the way, we will use the fact that the ratio of Money/(Nominal GDP) is relatively stable over the long run.

Nominal GDP, Real GDP, and Inflation

Let’s start with a few definitions that we first introduced in Chapter 5. Nominal GDP is the total value of production (final goods and services), using prices from the same year the output was produced. Real GDP is the total value of production (final goods and services), using fixed prices taken from a particular base year, which may or may not be the year the output was produced. Finally, the inflation rate is the growth rate of the overall price level in the economy.

To illustrate these concepts, consider an illustrative economy that only produces soccer balls. Assume that in 2013, this economy produced 10 soccer balls at a market price of $50 per ball, for total sales of $500. In 2014, total sales rise to $550. Therefore, nominal
GDP has risen by $50 = $550 − $500. What has caused the $50 increase? Here are two possibilities:

1. The price of soccer balls is still $50 per ball, and the number of soccer balls produced has risen to 11 balls.
2. The price of soccer balls has risen to $55 per ball, and the number of soccer balls produced has stayed fixed at 10.

Under either Scenario 1 or 2, nominal GDP is $550, 10 percent more than it was the year before.

In Scenario 1 the price hasn’t changed, but the number of soccer balls produced has risen from 10 to 11 balls. In this case, we say that inflation is zero and real GDP has grown by 10 percent. For example, using 2013 as the base year for prices, we can see that real GDP rose from $10 \times $50 = $500 to $11 \times $50 = $550, which is a 10 percent increase.

In Scenario 2 the price has risen from $50 to $55 per ball, but the number of soccer balls produced has stayed fixed at 10 balls in each year. In this case, we say that inflation is 10 percent and real GDP is flat. Using 2013 as the base year for prices, we can see that real GDP held steady at $10 \times $50 = $500. In both years, the number of balls produced was 10.

This example illustrates a basic property of nominal GDP. Increases in nominal GDP could arise because of an increase in the price level, an increase in the level of real GDP, or a combination of the two. In fact, we can express the growth rate of nominal GDP as the sum of the growth rate in prices (the inflation rate) and the growth rate in real GDP.

\[
\text{Growth rate of nominal GDP} = \text{Growth rate of prices} + \text{Growth rate of real GDP}
\]

We will now use this basic relationship to derive a theory that describes the connection between the growth rate of the money supply, the inflation rate, and the growth rate of real GDP.

The Quantity Theory of Money

We begin by discussing the relationship between the money supply and nominal GDP. Recall the data from Exhibit 11.1. There we showed that over the long run, the ratio of money supply to nominal GDP is approximately constant.

\[
\frac{\text{Money Supply}}{\text{Nominal GDP}} = \text{Constant.}
\]

The quantity theory of money assumes that this ratio is exactly constant. In general, that is not the case, as Exhibit 11.1 clearly shows. So in this sense the quantity theory of money is wrong, but it is an approximation of how the economy behaves over a few decades, which economists loosely refer to as the long run. Look again at Exhibit 11.1, and you will see that although the ratio of money supply to nominal GDP does change over time, it has also been approximately stable over the long run. (The ratio of nominal GDP divided by money supply is referred to as the velocity of money—this is the inverse of the ratio plotted in Exhibit 11.1. The concept of the velocity of money does not play a role in our book, but you may encounter it in other courses.)

If the ratio of two variables is constant, then the numerator and the denominator have the same rate of growth. For example, if money supply grows by 10 percent, then nominal GDP also needs to grow by 10 percent to keep the ratio of money supply divided by nominal GDP constant.

So the quantity theory of money implies that the growth rate of money supply and the growth rate of nominal GDP will be the same.

\[
\text{Growth rate of money supply} = \text{Growth rate of nominal GDP.}
\]

Using this relationship, we can return to our equation decomposing the growth rate of nominal GDP into (1) the inflation rate and (2) the growth rate of real GDP. Substituting the inflation rate plus the growth rate of real GDP for the growth rate of nominal GDP, we find that:

\[
\text{Growth rate of money supply} = \text{Inflation rate} + \text{Growth rate of real GDP.}
\]
We can rearrange this equation to put inflation on the left-hand side. Then we find that

\[ \text{Inflation rate} = \text{Growth rate of money supply} - \text{Growth rate of real GDP}. \]

This result is a direct implication of the quantity theory of money. This equation implies that inflation is equal to the gap between the growth rate of the money supply and the growth rate of real GDP. When this gap widens, the inflation rate increases. This equation makes clear predictions that we can test with economic data.

11.3 Inflation

Recall from Chapter 5 that the inflation rate refers to the rate of increase of a price index. Of course, price movements need not always be positive. If a price level decreases, we call the rate by which it decreases deflation. For example, if the inflation rate is negative 1 percent, we say that the deflation rate is 1 percent. Rising price indexes have been much more common than falling prices since World War II, though the United States during the Great Depression and Japan during the last two decades both experienced periods of persistent deflation.

What Causes Inflation?

As we have just seen, the quantity theory of money implies that inflation occurs when the growth rate of money supply exceeds the growth rate in real GDP. This is the implication of the last equation that we derived.

Exhibit 11.2 illustrates this relationship with data from 110 countries over the period 1960–1990. As you can see, the inflation rate (on the vertical axis), is closely related to the growth rate of money supply minus the growth rate of real GDP (this difference is on the horizontal axis). All of these variables are annualized in this exhibit, which means that they are expressed as a rate of increase per year. The quantity theory of money predicts that inflation should rise one-for-one with the growth rate of money supply minus the growth rate of real GDP. That is approximately what you see in Exhibit 11.2: most of the data is close to the 45-degree line, which has a slope of 1. This empirically confirms a key long-run prediction generated by the quantity theory of money.

You might have noticed that some of the countries plotted in Exhibit 11.2 had very high average inflation rates from 1960 to 1990. In the case of Argentina, the most extreme point in Exhibit 11.2, inflation averaged 80 percent per year from 1960 to 1990. Argentina experienced this high average inflation rate during this 30-year period because prices rose extraordinarily quickly in the 1980s, pulling up the three-decade average. At some points in the 1980s, prices rose more than 50 percent per month.

Recall from the chapter opener that during a hyperinflation, a country’s price level doubles within 3 years. Hyperinflationary episodes are always related to extremely rapid growth of the money supply. In almost all cases, such extreme monetary growth is brought about by large government budget deficits. If a government’s tax revenues fall short of its expenditures, then it meets its obligations by borrowing from the public and/or printing currency to buy goods and services. When a government prints currency and uses it to make purchases, this increases currency in circulation and thereby increases the money supply. This is also how German policymakers generated the great German hyperinflation of 1922–1923.

The Consequences of Inflation

If relative prices are all that matters for optimization decisions—for instance, the price of a gallon of milk relative to a worker’s hourly wage—then moderate inflation might not pose a problem. In principle, inflation scales up grocery prices and wages, so a worker’s ability to buy goods and services is unaffected by economy-wide inflation. Increasing all prices by 5 percent and simultaneously increasing a worker’s wage by 5 percent does not change any of the relative prices or the worker’s buying power. If inflation simply raised all prices and all wages by the inflation rate, then inflation might not be a big deal.

However, all prices and all wages do not always move in sync (at least not in the short run). An increase in the inflation rate generates windfall losses to some and windfall...
Exhibit 11.2 Testing the Long-Run Prediction of the Quantity Theory of Money

This figure empirically evaluates the long-run predictions of the quantity theory of money, using data from 1960 to 1990 for 110 countries. The vertical axis plots the annualized inflation rate for each country. The horizontal axis plots the annualized growth rate of money supply minus the annualized growth rate of real GDP. Each country is represented by a single point in the figure. We have also plotted the 45-degree line which starts at the origin and has a slope of one, and represents the relationship predicted by the quantity theory of money.


The Social Costs of Inflation

We first discuss three of the most important reasons that inflation is socially costly.

1. A high inflation rate creates logistical costs. In an environment of high inflation, firms need to frequently change their prices. Recall that during the worst months of the German 1923 hyperinflation, prices were doubling every three to four days,
which means they were increasing about 1 percent per hour. Imagine trying to run a business in which you needed to post new prices several times each day! That’s an extreme example, but even much lower rates of inflation—for instance, 20 percent per year—necessitate multiple changes to prices over the course of the year. Economists refer to a business’s cost of changing its prices as “menu costs,” using as a metaphor the new menus that restaurants print when prices change.

2. **A high inflation rate distorts relative prices.** Prices do not stay in sync when the inflation rate is high. Think about a newspaper that charges $1 per paper. Imagine that this newspaper has a cross-town rival that also charges $1 per paper. During a period of high inflation, the real (inflation-adjusted) price of these newspapers falls as long as the papers stick with the $1 price. In other words, the buying power of $1 is falling as the overall price level rises. Finally, one of the newspapers acts and doubles its price to $2 (sticking with round numbers to simplify newsstand transactions). After this price change, one newspaper costs twice as much as the other, even though the two newspapers pay the same wages to their reporters and have the same printing costs. This newsstand price gap generates a distortion. Two newspapers that should be priced similarly are temporarily priced very differently. During this time, both newspapers might be unprofitable. The lower-priced newspaper isn’t charging enough to make money (because its labor and printing costs are rising with the overall price level). The higher-priced newspaper is rapidly losing readers, because its price is twice that of its competitor. Eventually, the lower-priced newspaper will also raise its price to $2, but this might take a few months—complex organizations generally don’t make big changes overnight. This is an example of the many ways that inflation causes relative prices to fall out of sync, which reduces the efficiency of economic activity.

3. **Inflation sometimes leads to counterproductive policies like price controls.** Inflation generates voter anger, and politicians sometimes respond by advancing economically destructive schemes, especially price controls. In most of these cases—like the gasoline price controls of the 1970s, which were discussed in Chapter 4—the policy cure is worse than the disease. Price controls cause problems like long lines and supply disruptions. In addition, price controls are partially undone when some of those consumers who are lucky enough to obtain the good at the official capped price resell it at a higher price in the underground economy. Hence, price controls create an inefficient incentive for consumers who don’t want to consume the good to buy it anyway, just so they can resell it to someone else at a higher price.

**The Social Benefits of Inflation**

On the other hand, inflation does generate some social benefits. We mention two here.

1. **Government revenue is generated when the government prints currency.** While printing and spending an enormous amount of new currency leads to a hyperinflation, printing/spending a modest amount of new currency can be a socially beneficial source of revenue for a government. However, this additional government revenue is a double-edged sword. The citizens gain because their government has more money to spend, but the citizens also lose because the resulting inflation reduces the real value of the currency that the citizens already hold. However, if the amount of money creation is low enough, the net social benefit is positive.

   The government revenue obtained from printing currency is called seignorage. This is not a major source of revenue for most governments, though it is relatively important in the United States because there are many people around the globe—especially traders in the underground economy—who hold vast quantities of U.S. currency. Demand for U.S. currency also derives from entirely legal sources, like people in other countries with an unstable local currency who want a stable store of value. Seignorage generates roughly $30 billion of implicit revenue for the U.S. government each year.

   The fact that a government can raise revenue by printing currency makes seignorage a candidate for abuse, and this is the reason why, as we noted above, some governments running large budget deficits often rapidly expand the money supply and cause inflation—as Zimbabwe, Iran, and Venezuela have done recently.
Printing a lot of currency has short-term appeal for a government, but in the long run the strategy of printing currency to pay a government’s bills often gets out of hand and leads to devastating episodes of hyperinflation.

2. **Inflation can sometimes stimulate economic activity.** Assume that a worker’s nominal wage is fixed in the short run. This could result from an annual labor agreement or because nominal wages are above their competitive equilibrium level and downwardly rigid (as we discussed in Chapter 9). Because nominal wages are fixed, the higher the rate of inflation, the more the inflation-adjusted wage falls. The inflation-adjusted wage is the wage divided by the overall price index—for instance, the consumer price index (CPI). We refer to this inflation-adjusted wage as the **real wage**. A fall in the real wage increases a firm’s willingness to employ workers. Another way to think about this is that a rise in the overall price level shifts the firm’s labor demand curve to the right, since the firm can now sell its goods at a higher price. A rightward shift in the labor demand curve, increases employment and GDP.

Inflation also lowers the real interest rate. Recall from Chapter 10 that the real interest rate is the nominal interest rate minus the inflation rate. If the inflation rate rises and nominal interest rates don’t respond one-for-one, then the real interest rate falls. Since the real interest rate is the inflation-adjusted cost of borrowing, a fall in the real interest rate stimulates borrowing that funds consumption and investment. An increase in consumption and investment (holding all else equal), increases GDP.

Modest inflation therefore stimulates the economy in the short-run, by cutting real wages (stimulating employment) and cutting real interest rates (stimulating consumption and investment). We explore these channels in more detail in Chapter 13.

---

The **real wage** is the nominal wage divided by a price index, like the consumer price index (CPI).

---

In 2010, Zimbabwe was experiencing hyperinflation. For example, it cost 100 billion Zimbabwe dollars to buy lunch.

---

**Evidence-Based Economics**

**Q:** What caused the German hyperinflation of 1922–1923?

At the end of World War I, the Allies imposed heavy financial penalties on the defeated Central Powers, particularly Germany. German reparation payments were specified in the Treaty of Versailles, which was signed in 1919. Postwar Germany, which is referred to as the Weimar Republic, did not make the required payments and France retaliated by occupying the Ruhr, a small German industrial region, in January of 1923. To protest the French occupation, German workers in the Ruhr went on strike. This crippled the German economy along with the finances of the German government. As the economic situation deteriorated, the German government was able to meet only 8 percent of its financing needs with tax collection. The rest was paid by borrowing from the public and printing paper money.

Exhibit 11.3 plots the explosive growth of German currency in circulation during this episode. As implied by the quantity theory of money, the rapid increase in the German money supply (without a simultaneous increase in real GDP) prompted a surge in inflation. Though it is impossible to completely rule out all other explanations, economists believe that the German hyperinflation would not have occurred if the government had reduced its expenditures, borrowed more from the public, or defaulted on its debt so it could avoid printing so much currency to pay its bills.

The collapse of the German economy partially set the stage for the ascent of the Nazi party. On November 8, 1923, coinciding with the height of the hyperinflation, 3,000 members of the Nazi party attempted to conduct a regional coup in Munich.
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The coup attempt, which came to be known as the Beer Hall Putsch, ended with Adolf Hitler’s arrest and 8-month imprisonment. While in jail, Hitler wrote his autobiography, Mein Kampf, or My Struggle, which became a rallying point for the Nazi party.

Tragically, Germany’s economic nightmare continued 6 years after the 1922–1923 hyperinflation ended. In 1929, the Great Depression enveloped the country and with it came a deep deflation and devastating unemployment. Germany had now experienced three economic catastrophes in little more than a decade: the loss of World War I in 1918 (along with subsequent reparations), hyperinflation in 1922–1923, and depression/deflation in 1929. The Great Depression completed the process of economic impoverishment, catapulting the heretofore unpopular Nazis into power. By 1933, Hitler was chancellor of Germany.

### Exhibit 11.3 Currency in Circulation During the Weimar Republic

German currency in circulation exploded during the early 1920s.


A plaque commemorating the 1922–1923 German hyperinflation. The inscription reports the price, in German marks, of three basic goods on November 1, 1923: “1 pound of bread, 3 billion; 1 pound of meat, 36 billion; 1 glass of beer, 4 billion.” On November 15, 1923, a new currency, the Rentenmark, replaced the old mark at an exchange rate of 1 new mark for 1 trillion old marks.

### Question

What caused the German hyperinflation of 1922–1923?

### Answer

The German government could not make reparation payments to the Allies after World War I. As the German economy struggled, the government started to print more and more currency to pay its bills.

### Data

Historical money supply data, specifically currency in circulation.

### Caveat

Though the German money supply and the German price level rose together in 1922 and 1923, correlation does not always imply causation. Nevertheless, in this case a large body of other supportive evidence implies that the relationship is likely to be causal.
In each country, the monetary system is run by a central bank. We now introduce the basic operations of the central bank. We will continue this discussion in Chapter 13, when we describe how central banks counteract recessions and other economic fluctuations. In the current chapter, we introduce the most important tools at the disposal of central banks, and describe the “plumbing” of the monetary system.

The Central Bank and the Objectives of Monetary Policy

The central bank is the government institution that monitors financial institutions, controls certain key interest rates, and indirectly controls the money supply. These activities are jointly described as monetary policy, and central banks are occasionally referred to as the monetary authority.

In the United States, the central bank is called the Federal Reserve Bank, or simply, the Fed. Note that the Fed is not the federal government, but rather an independent regulatory agency/bank that operates almost completely autonomously from the rest of the federal government. Exhibit 11.4 shows the locations of the twelve regional Federal Reserve Banks and the Federal Reserve’s Board of Governors, which is located in Washington D.C. The Fed’s most important policy decisions are made by the Federal Open Market Committee, comprising the presidents of the twelve regional Federal Reserve banks (five of whom vote on a rotating basis) and the seven members of the Board of Governors.

Monetary policy is multifaceted, both in terms of its goals and its policy tools. At the broadest level, the Fed uses monetary policy to pursue two key goals or objectives: (1) low and predictable levels of inflation and (2) maximum (sustainable) levels of employment. These two goals are referred to as the Fed’s dual mandate.

The goal of low and predictable inflation is sometimes described as “price stability,” but this phrase is slightly confusing, since the Fed and almost all other central banks actually interpret “price stability” to mean around 2 percent annual inflation. The term inflation targeting refers to the policy of attempting to obtain a specific low level of inflation over the long run. Most central banks have adopted some form of official or unofficial inflation targeting.
For the European countries that use the euro—the euro-area countries—the European Central Bank (ECB) plays the role of the Fed. But the ECB places greater emphasis on the goal of low and predictable inflation and less emphasis on the goal of maximum employment, partly because of Germany’s terrible experience with hyperinflation in the 1920s coupled with its influence on decision making at the ECB.

What Does the Central Bank Do?

The central bank is closely involved in the day-to-day operations of private banks. This involvement takes many forms. First, the central bank is a key regulator of private banks, particularly the largest private banks. The central bank audits the financial statements, or “books,” of large private banks, pressing each bank to accurately report the value of assets and liabilities on its balance sheet. The central bank will object if it notices that a private bank is holding a portfolio of assets that is too risky. The central bank also monitors the amount of shareholders’ equity in private banks, trying to ensure that it is large enough to absorb possible future losses in the value of the private bank’s assets. Such “stress tests” have become an even more important role of central banks since the 2007–2009 financial crisis.

The central bank also oversees interbank payment systems. When one bank transfers money to another—for example, when a depositor writes a check and the recipient of that check deposits the proceeds at a different bank—the central bank processes this transaction. So if a customer at JPMorgan Chase writes a $100 check to a customer at Citibank, then the Fed will clear this check by transferring $100 from JPMorgan Chase to Citibank. In this way, the Fed acts as a bank for banks.

The Fed also holds the reserves of private banks (with the exception of vault cash). The management of bank reserves is one of the most important and complex roles that the Fed plays, and this is the focus of the rest of this chapter. As we will see, the Fed’s management of bank reserves enables the Fed to do three things:

1. influence short-term interest rates, especially the federal funds rate,
2. influence the money supply and the inflation rate,
3. influence long-term real interest rates.

You may be wondering how employment also comes into this picture. After all, maximizing sustainable employment is one of the two parts of the Fed’s dual mandate. Interest rates affect households’ and firms’ willingness to borrow. Lowering interest rates stimulates borrowing, which stimulates spending, thereby shifting the labor demand curve to the right and raising employment. On the other hand, raising interest rates discourages borrowing, which reduces spending, thereby shifting the labor demand curve to the left and lowering employment. We’ll return to these labor market outcomes in Chapter 13. For now, our task is to understand how the Fed controls bank reserves and why the quantity of bank reserves affects interest rates, the money supply, and the inflation rate.

To understand these issues, we’ll proceed as follows:

1. We’ll discuss the role of bank reserves in the economy, revisiting some of the issues that we introduced in Chapter 10 when describing the operation of private banks. Bank reserves are traded in a market, and we’ll explain the roles of the different participants in that market: private banks, which demand bank reserves, and the central bank, which supplies bank reserves.
2. We’ll discuss equilibrium in the market for bank reserves, which pins down a key short-term interest rate (at this interest rate the quantity of bank reserves demanded equals the quantity of bank reserves supplied).
3. We’ll then discuss the Fed’s influence on the money supply and inflation, which are also affected by the market for bank reserves.
4. Finally, we’ll discuss how the short-term interest rate influences long-term interest rates that are directly relevant for households’ and firms’ investment decisions.

Bank Reserves

As defined in Chapter 10, bank reserves are the combination of deposits that a private bank makes at the central bank plus cash that the private bank holds in its vault—referred to as vault cash. Note that bank reserves are not part of M2, which is the money supply that
households and (non-bank) firms can use to buy goods and services, but as we will see below, bank reserves can affect the money supply. The quantity of bank reserves plays the key role in the operation of the monetary system. Let’s look at how private banks choose the quantity of reserves to hold and how they obtain extra reserves when necessary.

During their regular operations, private banks need to find funds to meet their daily needs. Bank reserves provide this source of funding.

On any given day, a private bank may have more account holders making withdrawals than new deposits coming in. For example, a large corporate account holder at a private bank might pay its employees at the end of the month by withdrawing funds from its corporate bank account. Or a large corporate depositor might withdraw $1 billion of funds from the private bank so the corporation can use those funds for an acquisition of another company.

The private bank may also need funds to make new loans, such as issuing mortgages to home buyers, or making a large commercial loan to a firm building a new plant. Finally, the private bank may need funds to repay other banks from which it has borrowed money in the past.

All of these scenarios imply that the private bank will need liquidity, meaning that it will need funds that can be used immediately to conduct transactions. We say that a private bank has enough liquidity if it has sufficient funds to conduct its day-to-day business and to meet its regulatory reserve requirements. Reserve requirements are set by the central bank. In the United States today, the reserve requirement is 10 percent of a private bank’s demand deposits, such as checking accounts and other accounts that can be withdrawn by depositors with no notice (“on demand”). Summing up, the private bank must hold reserves (as vault cash or on deposit at the Fed) that equal 10 percent of the private bank’s demand deposits. Reserves in excess of this regulatory minimum are referred to as excess reserves.

When a private bank needs funds—liquidity—to conduct transactions, its first line of defense is the reserves that it holds as vault cash or as deposits at the central bank. If the bank has ample reserves, it will use some of these to meet its daily funding needs. However, in some cases, the bank won’t have enough reserves to conduct its business. If a bank cannot find a way to raise additional funds at very short notice, it may not be able to make new loans or, in a dire case, it may not be able to pay depositors who wish to withdraw their funds.

Fortunately, banks have a way of obtaining additional liquidity. They can borrow funds from other banks. If some banks face large net withdrawals, then other banks are probably experiencing large net deposits. It is possible that all banks suddenly face large net withdrawals, but most of the time the need for liquidity is not an aggregate phenomenon but specific to a limited set of banks.

To illustrate this point, think about the case of a large employer, like General Electric (GE), on payroll day. GE has 300,000 employees, earning an average salary of about $7,000 per month. To keep things simple, let’s assume that GE keeps all of its cash at one bank, pays its employees once per month, and makes all these employee payments electronically. On payroll day, GE’s bank account shrinks by $300,000 \times 7,000 = $2.1$ billion, and the bank accounts of GE’s employees swell by $2.1$ billion. If GE and its employees all have their accounts at the same bank, this common bank will experience no net withdrawals. Withdrawals and deposits will be offsetting.

But if the accounts are at different banks, which is a more realistic approximation, then GE’s bank will receive a net withdrawal of $2.1$ billion and the employees’ banks will receive net deposits of $2.1$ billion. At this moment, GE’s bank may be short of reserves, and the employees’ banks will be swimming in excess reserves. GE’s bank would like to borrow some reserves to address the shortage, and the employees’ banks would like to lend out their excess reserves.

Enter the federal funds market. This is where banks borrow and lend reserves to one another. In this market banks typically make one-day (24-hour) loans, so the federal funds market is referred to as an overnight market. The loan is typically made in the morning and is repaid the next morning. The term federal funds refers to the fact that these are loans of bank reserves held at the Federal Reserve Bank. The interest rate in this market is referred to as the federal funds rate.

An overnight loan might sound strange, but large banks are so efficient at making interbank loans that they are happy to make these loans for 24 hours (or less!). You wouldn’t want a 24-hour mortgage because it would kill you to re-sign all of that paperwork every morning for
30 years. However, large banks make billions of dollars of loans to one another each morning in the blink of an eye. Every morning, the banks assess their liquidity needs for the coming business day and borrow or lend accordingly. The following morning, the cycle repeats itself.

The Demand Side of the Federal Funds Market

Exhibit 11.5 graphs the demand curve for reserves. To be precise, these are reserves held on deposit by private banks at the Federal Reserve Bank (so we are not including vault cash held in private banks). The federal funds rate is plotted on the vertical axis, and the quantity of reserves is plotted on the horizontal axis. It is important to emphasize that the demand curve for reserves plots the total quantity of reserves held by private banks (not just the borrowed reserves). So if one bank has $10 billion in reserves and lends $1 billion of reserves to another bank, the net quantity of reserves demanded is:

\[
\text{Net quantity of reserves demanded} = \text{Original amount of reserves} - \text{Reserves loaned to another bank} + \text{Reserves borrowed by another bank}
\]

To avoid double-counting, the $1 billion of loaned reserves is only counted as reserves for the borrowing bank. In this example, the total quantity of reserves held by private banks is $10 billion.

The demand curve relates the total quantity of reserves demanded by private banks for each level of the federal funds rate. The demand curve slopes down because optimizing banks choose to hold more reserves as the cost of holding those reserves—the interest rate that they pay to borrow reserves—falls. Reserves are a safety net for the banks, and they prefer to have a bigger safety net if the cost of that safety net falls.

Hence, a lower interest rate increases the quantity of reserves demanded. Changes in the federal funds rate (holding all else equal) generate movements along the demand curve for reserves.

On the other hand, if some factor other than the federal funds rate changes, the entire demand curve shifts. A shift in the demand curve for reserves corresponds to a change in the quantity of reserves demanded at a given federal funds rate. There are five key reasons for such shifts in the demand curve for reserves, and the last two of these reasons are under the direct control of the Fed:

- **Economic expansion or contraction:** In a booming economy, private banks need to obtain liquidity so they can make new loans to their customers—for instance, a manufacturing firm that wishes to expand production by building a new factory. Reserves provide liquidity that can be used to fund these loans. Therefore, an expansion in
private banks’ loan originations produces a shift to the right in the demand curve for reserves. Likewise, a contraction in private banks’ loan originations produces a shift to the left in the demand curve for reserves.

- **Changing liquidity needs:** If banks expect a flood of withdrawals—for instance, a bank run—this also increases the demand for reserves. Paying out depositors requires liquidity, which is exactly what reserves provide. Hence, an anticipated flood of withdrawals shifts the demand curve for reserves to the right.

- **Changing deposit base:** The demand for reserves is proportional to the total value of bank account balances. Recall that the reserve requirement compels each bank in the United States to hold 10 percent of its customers’ bank accounts in either vault cash or in reserves held on deposit at the Fed. So an expansion in the quantity of bank account balances produces a shift to the right in the demand curve for reserves. Conversely, the demand curve for reserves shifts to the left as a consequence of a contraction in bank account balances.

- **Changing reserve requirement:** The Fed has the authority to change the 10 percent reserve requirement. Though it rarely uses this authority, the Fed could raise the reserve requirement, thereby shifting the demand curve for reserves to the right. Likewise, the Fed could lower the reserve requirement, thereby shifting the demand curve for reserves to the left.

- **Changing interest rate paid by the Fed for having reserves on deposit at the Fed:** The Fed pays a modest interest rate when private banks deposit money at the Fed—in other words, when private banks hold reserves at the Fed. In 2014, the interest rate paid by the Fed to private banks with reserves on deposit at the Fed was \( \frac{1}{4} \) of one percentage point. When the Fed raises this interest rate, reserves become more beneficial to private banks, shifting the demand curve for reserves to the right. When the Fed lowers this interest rate, reserves become less valuable, shifting the demand curve for reserves to the left.

Exhibit 11.5 plots right and left shifts of the demand curve.

### The Supply Side of the Federal Funds Market and Equilibrium in the Federal Funds Market

We’re now ready to talk about the supply side of the federal funds market. To understand the day-to-day operations of the Fed, it is useful to model the supply curve of reserves as a vertical line that is set every morning by the Fed. However, from day to day, the Fed may move this vertical supply curve to the right or to the left—as we will see below. Exhibit 11.6 starts with the simple case in which the vertical supply curve does not respond to right or left shifts in the demand curve.
The point where the supply and demand curves cross in the federal funds market is the **federal funds market equilibrium**. Here, the equilibrium quantity of reserves demanded is equal to the equilibrium quantity of reserves supplied by the Fed. The equilibrium federal funds rate is the point at which the demand curve of private banks crosses the vertical supply curve of reserves set by the Fed.

In practice, each dollar of reserves (held at the Fed) is an electronic IOU issued by the Fed to a private bank. Private banks sell the Fed assets in exchange for these reserves. In most cases, the assets that the Fed buys are government bonds, principally bonds issued directly by the federal government or entities sponsored by the federal government, like the Federal National Mortgage Association (informally called Fannie Mae), which provides funding to the mortgage market.

If the Fed wishes to increase the level of reserves that private banks hold, it buys government bonds from the private banks, and in return it gives the private banks more electronic reserves. If the Fed wishes to decrease the level of reserves, it sells government bonds to the private banks and in return the private banks give back some of their reserves. By buying or selling government bonds, the Fed shifts the vertical supply curve in the federal funds market and thereby controls the level of reserves. These transactions are referred to as **open market operations**.

The Federal Reserve’s second strategy is to find the level of reserves that achieves a particular level of the federal funds rate. Exhibit 11.8 shows how to find the level of reserves that generates a particular federal funds rate (2 percent in the exhibit). In this case, the Fed first chooses the federal funds rate and then finds that point on the demand curve that corresponds to that federal funds rate. The Fed makes available the exact level of reserves associated with that point on the demand curve. Using a strategy like this, the Fed can hold the federal funds rate at a particular fixed value, even as the demand curve shifts from day to day. When the demand curve shifts to the right, the Fed increases the supply of reserves to keep the federal funds rate from rising. When the demand curve shifts to the left, the Fed reduces the supply of reserves to keep the federal funds rate from falling.

Over the last 30 years, the Fed has gradually shifted towards this second strategy rather than the first strategy depicted in Exhibit 11.6. In particular, starting in 1995, the Federal Open Market Committee began making regular statements about the level (or range) of the federal funds rate that it was targeting.

---

**Exhibit 11.7 Open Market Operation That Lowers the Federal Funds Rate**

An open market operation is an exchange between the central bank and private banks. In the example depicted in Exhibit 11.7, the Fed gives a private bank $1 billion in IOUs, which take the form of reserves held on deposit at the Fed. In exchange, the Fed receives $1 billion in bonds from Bank of America.
Exhibit 11.8 Picking Reserves to Keep the Federal Funds Rate Fixed

In response to shifts in the demand curve for reserves, the Fed can adjust the level of reserves to hold the federal funds rate constant. If the blue demand curve for reserves shifts to the right (from $D$ to $D_R$), the Fed will need to shift the supply curve of reserves to the right by exactly the amount that will make the intersection between the new supply curve and the new demand curve remain at the same federal funds rate ($S$ shifts to $S_R$). If the demand curve for reserves shifts to the left (from $D$ to $D_L$), the Fed will need to shift the supply curve of reserves to the left (from $S$ to $S_L$).

Exhibit 11.8 shows how the Fed can maintain a constant federal funds rate even when the demand curve for reserves shifts. On almost all days since the late 1980s, that is exactly what the Fed has done. But from time to time, the Fed decides to change the federal funds rate in an effort to nudge the economy. As we explain in Chapter 13, raising interest rates will cause economic growth to slow down, whereas lowering interest rates will cause economic growth to speed up. We have a lot to say later in the book about why the Fed raises and lowers interest rates, but for now let’s discuss how the Fed makes this happen.

Exhibit 11.9 illustrates how the Fed can raise the federal funds rate by shifting the supply curve for reserves to the left. As we have seen, the Fed can shift the supply curve to the left by selling government bonds to private banks, allowing the private banks to pay for these bonds with their reserves, and thereby lowering the quantity of reserves that private banks hold at the Fed. The shift in the supply curve leads to a new equilibrium with a higher “price” for reserves—a higher equilibrium federal funds rate.

Likewise, Exhibit 11.9 also illustrates how the Fed can lower the federal funds rate by shifting the supply curve for reserves to the right. The Fed can shift the supply curve to the right by buying government bonds from private banks and giving the private banks...

Exhibit 11.9 Shifts in the Federal Funds Rate Induced by a Shift in the Supply of Reserves

The Fed can raise the federal funds rate by shifting the supply curve for reserves to the left. This shift leads to a new equilibrium with a higher equilibrium federal funds rate. Likewise, the Fed can lower the federal funds rate by shifting the supply curve for reserves to the right. This shift leads to a new equilibrium with a lower equilibrium federal funds rate.
additional reserves in return for these bonds. The shift in the supply curve leads to a new equilibrium with a lower “price” for reserves—a lower equilibrium federal funds rate.

Exhibit 11.10 provides historical perspective on the behavior of the federal funds rate. It depicts fluctuations in the federal funds rate between July 1954 and January 2014. The exhibit shows that the federal funds rate can increase sharply. This volatility arises both from shifts in the supply curve of reserves (as shown in Exhibit 11.9), and from shifts in the demand curve for reserves (as shown in Exhibit 11.6).

Summary of the Fed’s Control of the Federal Funds Rate  Drawing together what we’ve discussed so far, the Fed can influence the federal funds rate either by shifting the quantity of reserves supplied (with open market operations) or by shifting the demand curve for reserves. Recall that the Fed can shift the demand curve for reserves to the right by raising the reserve requirement (which was 10 percent of demand deposits in June 2014) or by increasing the interest rate paid on reserves (which was $\frac{1}{4}$ of one percentage point in June 2014). Both of these demand-shifting policies would have the effect of increasing the equilibrium federal funds rate.

On the other hand, the Fed can shift the demand curve for reserves to the left by lowering the reserve requirement or by lowering the interest rate paid on reserves. Both of these demand-shifting policies would have the effect of lowering the equilibrium federal funds rate.

Summing up, the Fed has three basic policy levers for influencing the federal funds rate: changing the quantity of reserves supplied, changing the reserve requirement, and changing the interest rate paid on reserves.

The Fed’s Influence on the Money Supply and the Inflation Rate

We’ve now completed our discussion of the determination of the federal funds rate—a key short-term interest rate. This was the first of three consequences of the Fed’s management of bank reserves. We’re now ready to turn to the second category: the Fed’s influence on the money supply and on the inflation rate.

“The Fed has three basic policy levers for influencing the federal funds rate: changing the quantity of reserves supplied, changing the reserve requirement, and changing the interest rate paid on reserves.”
In fact, the Fed cannot directly control either the money supply or the inflation rate. Some people mistakenly think that the Fed controls the money supply because the Fed controls the quantity of bank reserves. But bank reserves are actually not part of the money supply. Instead, the money supply includes deposits by households and firms at private banks and currency in circulation.

Though the Fed doesn’t directly control the money supply or inflation, the Fed does try to influence these important macroeconomic variables. Since inflation is part of the Fed’s dual mandate (along with employment) and the money supply is not, the Fed cares a great deal about inflation and only indirectly cares about the money supply. Accordingly, if the annual inflation rate is close to the Fed’s target of 2 percent, the Fed won’t worry about short-run variation in the growth rate of the money supply.

In the long run, the inflation rate is approximately equal to the growth rate of the money supply minus the growth rate of real GDP as we saw in our empirical analysis of the quantity theory of money. Because of this relationship, the Fed will try to slow down the rate of money supply growth if the inflation rate starts to rise above the Fed’s inflation target.

Note that the money supply increases when banks make new loans. Consider a home buyer who takes out a $200,000 mortgage from Citibank. The person who is selling the home receives these funds from the buyer and deposits them at her bank, which may or may not be Citibank. This deposit increases the money supply by $200,000. Hence, the origination of this new mortgage increases the money supply by $200,000. Accordingly, the origination of many new loans causes the money supply to grow rapidly. When the Fed attempts to slow down the growth of the money supply, it does this by slowing down the growth of loans from private banks to households and firms.

As we explain in the next subsection, the federal funds rate influences the long-term interest rates that affect the quantity of new loans demanded by households and firms. By raising the federal funds rate, the Fed raises the interest rate that households and firms face, thereby lowering the quantity of loans demanded and lowering the growth rate of the money supply.

**Summary of the Fed’s Influence on the Money Supply and the Inflation Rate**

The Fed raises the federal funds rate with three tools. First, the Fed can reduce the quantity of bank reserves by using open market operations. Second, the Fed can increase the reserve requirement. Third, the Fed can increase the interest rate that it pays on reserves. All of these policies will increase the federal funds rate and the interest rates that households and firms face for borrowing. Consequently, a higher federal funds rate reduces the rate of loan growth to households and firms, reducing the rate at which the money supply grows, and reducing the rate of inflation. Likewise, a lower federal funds rate increases the rate of loan growth to households and firms, increasing the rate at which the money supply grows, and increasing the rate of inflation.

**CHOICE & CONSEQUENCE**

**Obtaining Reserves Outside the Federal Funds Market**

During normal times, the federal funds market operates without a hitch. Banks that need extra reserves borrow them, and banks that have excess reserves lend them out. But during extraordinary times, such as during a financial panic, the federal funds market can break down because banks with excess reserves don’t know whom they can trust. They don’t know which banks are solvent—those that are able to pay back their lenders—and which banks are not. Accordingly, the banks with excess reserves may be unwilling to lend these reserves out.

In such a crisis, the banks that need reserves may not be able to obtain them. Fortunately, the Fed can step in and provide reserves to the banks that need them. The Fed does this by allowing banks to borrow reserves at the “discount window.” Because loans from the discount window have a higher interest rate than loans obtained on the federal funds market, the discount window is usually a private bank’s last resort for borrowing reserves. Sometimes the Fed is referred to as the “lender of last resort.” When all else fails, a bank can go directly to the Fed for a loan of reserves.
The Relationship Between the Federal Funds Rate and the Long-Term Real Interest Rate

We’ve now completed our discussion of the first two consequences of the Fed’s management of bank reserves. We’re ready to turn to the third, and final, category. By intervening in the market for bank reserves, the Fed influences both the federal funds rate and the long-term real interest rate. Recall that the real interest rate is defined as the real price of a loan, or, in other words, the price of a loan adjusted for inflation. It is defined as

\[
\text{Real interest rate} = \text{Nominal interest rate} - \text{Inflation rate}.
\]

Consider a firm that borrows $100 for a year at a nominal interest rate of 5 percent in an economy with a 2 percent inflation rate. One year later, the firm pays back $100 \times (1 + 0.05) = $105 dollars, but inflation has chipped away at the buying power of this money. If the inflation rate is 2 percent, $105 in the payback year has buying power of only $105/(1 + 0.02), or about $103 in the year the loan was issued. This is just $3 more than the original loan amount. So the real cost to the borrower is only $3 of buying power, which is 3 percent of the original $100 loan. In general, the real cost of a loan is the nominal interest rate minus the inflation rate. In the current example, the real interest rate can be calculated as

5% – 2% = 3%.

Investment depends on the long-term real interest rate, which is the long-term nominal interest rate minus the long-term inflation rate. When we talk about the long-term, we are referring to horizons that are at least 10 years away. The long-term real interest rate is relevant for the economy because many investments require funding for at least a decade. A home loan lasts 30 years. A major corporate research and development project—like the development of the double-decker, “superjumbo” Airbus A380—can take 20 years between the initial conceptualization and the roll-out of the finished product.

In contrast, the federal funds rate is a short-term nominal interest rate. So there is a mismatch between the short-term interest rate that the Fed essentially controls and the long-term real interest rates that matter for most investment decisions. To understand the potential impact of the federal funds rate on the long-term real interest rate, it is also useful to think about the real interest rate that is anticipated when the loan is made. This is potentially different from the real interest rate that is realized over the life of the loan. It is therefore useful to distinguish between a realized real interest rate and an expected real interest rate.

The realized real interest rate is defined as:

\[
\text{Realized real interest rate} = \text{Nominal interest rate} - \text{Realized inflation rate}.
\]

For example, if a borrower takes out a loan on December 31, 2010 and repays the loan on December 31, 2020, the realized real interest rate would be the nominal interest rate that the borrower agreed to on December 31, 2010, minus the actual realized inflation rate between December 31, 2010 and December 31, 2020. Note that realized inflation is the inflation that actually occurred over a particular period of time. When the loan is first issued, the borrower doesn’t yet know what the realized inflation rate will be. So the borrower won’t be able to calculate the realized real interest rate until the loan ends on December 31, 2020.

But we do have beliefs, or expectations, about the inflation rate between now and then. We can use those expectations to motivate a closely related concept called the expected real interest rate:

\[
\text{Expected real interest rate} = \text{Nominal interest rate} - \text{Expected inflation rate}.
\]

When making loans, optimizing borrowers and lenders consider the expected real interest rate; they do not yet know what the realized inflation rate will be. Because the expected real interest rate plays the key role in people’s decisions, its components matter, including inflation expectations. Economic agents’ inflation expectations are their beliefs about future inflation rates.
We are now ready to ask how a change in the federal funds rate affects the long-term expected real interest rate. Although there is no universally accepted answer, most economists agree that changing the federal funds rate also tends to change—in the same direction—the long-term expected real interest rate.

A fall in the federal funds rate implies that private banks are able to borrow reserves in the federal funds market at a lower interest rate. Because the private banks, own borrowing costs are falling, they start to offer loans at lower interest rates too. This implies that the supply of credit from private banks shifts to the right.

Moreover, the long-term nominal interest rate falls because a long-term loan is effectively made up of many short-term loans. You can think of a 10-year loan as ten 1-year loans lined up one after the other—like a freight train made up of box cars that are linked together. When the federal funds rate goes down, the first 1-year loan becomes less expensive for the private bank to make. In addition, a change in the federal funds rate is usually not reversed for at least several years, so several of the 1-year loans that are linked together in the first few years of the 10-year loan package are affected. Think of the nominal interest rate for the long-term loan as the average of these ten 1-year loans. Since several of the 1-year loans are affected by a change in the federal funds rate, the long-term nominal rate moves in the same direction.

We are now ready to ask how a change in the federal funds rate affects the long-term expected real interest rate. Although there is no universally accepted answer, most economists agree that changing the federal funds rate also tends to change—in the same direction—the long-term expected real interest rate.

A fall in the federal funds rate implies that private banks are able to borrow reserves in the federal funds market at a lower interest rate. Because the private banks, own borrowing costs are falling, they start to offer loans at lower interest rates too. This implies that the supply of credit from private banks shifts to the right.

Moreover, the long-term nominal interest rate falls because a long-term loan is effectively made up of many short-term loans. You can think of a 10-year loan as ten 1-year loans lined up one after the other—like a freight train made up of box cars that are linked together. When the federal funds rate goes down, the first 1-year loan becomes less expensive for the private bank to make. In addition, a change in the federal funds rate is usually not reversed for at least several years, so several of the 1-year loans that are linked together in the first few years of the 10-year loan package are affected. Think of the nominal interest rate for the long-term loan as the average of these ten 1-year loans. Since several of the 1-year loans are affected by a change in the federal funds rate, the long-term nominal rate moves in the same direction.

“Although there is no universally accepted answer, most economists agree that changing the federal funds rate also tends to change—in the same direction—the long-term expected real interest rate.”

To make this concrete, suppose that the Federal Reserve lowers the federal funds rate from 4 percent to 3 percent, and that this decrease is going to last for 2 years, at which point the federal funds rate will revert to its old level. Then, the 10-year nominal interest rate, which can be thought of as the average of ten 1-year loans, will fall from 4 percent to 3.8 percent. To see why, let’s take the average of ten 1-year loans, where the first two loans are made at 3 percent and the last eight loans are made at 4 percent:

\[
\frac{3\% + 3\% + 4\% + 4\% + 4\% + 4\% + 4\% + 4\% + 4\% + 4\%}{10} = 3.8\%.
\]

To complete our analysis, we now need to determine how changes in the long-term nominal interest rate—which we just analyzed—affect the long-term expected real interest
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This requires that we study the effect of monetary policy on both the long-term nominal interest rate and the long-term expected inflation rate.

First, imagine what would happen if inflation expectations don’t change in response to a fall in the federal funds rate. If inflation expectations don’t change, and nominal interest rates fall, then the expected real interest rate falls. Hence, a fall in the federal funds rate lowers the long-term nominal interest rate and lowers the expected long-term real interest rate.

Exhibit 11.11 summarizes these linkages and provides a numerical example. The exhibit begins with an increase in the reserves held at the central bank. This change results from open market operations conducted by the Fed. Specifically, the Fed buys bonds from banks and gives the banks reserves in exchange for the bonds. The rightward shift in the supply of reserves lowers the federal funds rate—in this example, from 4 percent to 3 percent. This in turn lowers the long-term nominal interest rate from 4 percent to 3.8 percent. If the long-term expected inflation rate remains at 2 percent, then the long-term expected real interest rate falls from 4 – 2 = 2 percent (before the open market operation) to 3.8 – 2 = 1.8 percent (after the open market operation).

If inflation expectations do change, the analysis gets more complicated, but even in this case, the long-term expected real interest rate often falls in response to a reduction in the federal funds rate.

Summary of the Fed’s Influence on Long-term Expected Real Interest Rates  The long-term real interest rate is the long-term nominal interest rate minus the long-term expected inflation rate. When the Fed influences short-term interest rates, such as the federal funds rate, this affects the long-term nominal interest rate. A long-term loan is like a combination of short-term loans. You can think of a 10-year loan as ten 1-year loans lined up one after the other. When the federal funds rate goes down, the interest rate for the first 1-year loan goes down. In addition, a change in the federal funds rate is usually not reversed for several years, so several of the 1-year loans in the 10-year loan package are affected. In most cases, when the Fed lowers the federal funds rate this has little impact on long-term inflationary expectations. Summing this up, the long-term real interest rate tends to fall when the federal funds rate falls because the long-term nominal interest rate falls and inflation expectations tend to stay roughly the same.

This completes our overview of the Fed’s activities. We’ve discussed the Fed’s core activities, but we’ve left some important details out. We’ll fill in the rest of the picture in the next two chapters. The current chapter introduced the concept of money and the fundamental “plumbing” of the Fed’s operations, especially the Fed’s influence over the federal funds market. In the next two chapters, you’ll see how the Fed trades off competing policy goals and how the Fed actually conducted policy during and after the financial crisis and recession of 2007–2009.
Summary

Money plays a vital role in our lives. It makes a range of economic transactions possible, simultaneously serving as (1) a medium of exchange that can be traded for goods and services, (2) a store of value that enables us to save and transfer purchasing power into the future, (3) a common unit of account that expresses the price of different goods and services.

The money supply is the quantity of money that individuals can immediately use in transactions. The money supply is defined as the sum of currency in circulation (which excludes currency in bank vaults) and the balances of most bank accounts at private banks. This measure of the money supply is referred to as M2. This measure of the money supply excludes all forms of bank reserves.

The quantity theory of money links the money supply to nominal GDP, which is the value of total output in the economy measured at current prices. The quantity theory of money implies that the long-term inflation rate equals the long-run growth rate of the money supply minus the long-run growth rate of real GDP.

At a fixed growth rate in real GDP, faster growth of the money supply leads to inflation and, in extreme cases, to hyperinflation. Inflationary growth in the money supply generates social costs, which include “menu costs” that firms incur as they make frequent price changes, distortions in relative prices, and price controls. Moderate growth in the money supply, which produces moderate inflation, also generates certain benefits for society, including seignorage and temporarily lower real wages and real interest rates, which stimulate growth of real GDP.

Central banks, such as the Federal Reserve Bank (the Fed) in the United States, attempt to keep inflation at a low and stable level and also try to maximize the sustainable level of employment.

The Fed holds the reserves of private banks (with the exception of vault cash). The management of these private bank reserves is one of the most important roles that the Fed plays. The Fed’s management of private bank reserves enables it to do three things: (1) set the federal funds rate, a short-term interest rate; (2) influence the money supply and the inflation rate; and (3) influence long-term real interest rates.

The Fed has many policy levers that enable it to influence the market for bank reserves and, by implication, the federal funds rate, including shifting the quantity of reserves supplied (which is referred to as open market operations), changing the reserve requirement, and changing the interest rate paid on reserves.
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Questions

Select questions are available in MyEconLab for practice and instructor assignment.

1. Use the three functions of money to determine whether credit cards constitute money.
2. How does fiat money differ from commodities like gold and silver that were used as money?
3. How is the M2 money supply defined?
4. Recall the discussion in the chapter about the “quantity theory of money.”
   a. Explain the quantity theory of money.
   b. Explain how predictions of the quantity theory of money are borne out by historical data.
5. What is the difference between inflation, deflation, and hyperinflation?
6. What is the most common cause of hyperinflation?
7. What are the costs associated with inflation?
8. Does inflation have any benefits? Explain.
9. What is the federal funds rate? What are the factors that would shift the demand curve for reserves?
10. How can the central bank reduce the level of reserves? What happens to the supply curve for reserves?
11. Why is the Federal Reserve referred to as the “lender of last resort”?
12. How does the growth rate of money supply affect the real interest rate?
13. How do people form inflation expectations?

Problems

Select problems are available in MyEconLab for practice and instructor assignment.
Problems marked update with real-time data.

1. Barter is a method of exchange whereby goods or services are traded directly for other goods or services without the use of money or any other medium of exchange.
   a. Suppose you need to get your house painted. You register with a barter Web site and want to offer your car cleaning services to someone who will paint your house in return. What are the problems you are likely to encounter?
   b. Some barter Web sites allow the use of “barter dollars.” The registration fee that you pay to a barter Web site gets converted into barter dollars that can be exchanged with other users to buy goods and services. Would the use of barter dollars resolve the problems you listed in part (a)? Explain.
2. Money makes a variety of economic transactions possible. In the following three situations, determine whether money is involved in the transaction.
   a. In prison camps during World War II, and in some prisons today, cigarettes circulate among prisoners. For example, an iPod might cost two cartons of cigarettes, whereas a magazine might cost only two cigarettes. Discuss whether cigarettes are fulfilling all three functions of money in this case.
   b. Over the last 50 years, credit cards have become an increasingly popular way for people to purchase goods and services. Are credit cards money? Explain your reasoning.
   c. Almost every day, many people sign their names to little pieces of paper called checks, which are then accepted in exchange for goods and services. Do these checks constitute money? Why or why not?
3. Yap is a small island in the Pacific Ocean with a total land area of 39 square miles. In the 1900s, there were only three commodities that were traded on this isolated island—fish, coconuts, and sea cucumber. However, the monetary system in Yap was highly sophisticated. The currency that was used on Yap was called “Fei.” Fei were large wheels of stone with a hole in the center. These stone wheels were not quarried in Yap but were brought to the island from elsewhere. The value of each wheel as currency depended on its size, which ranged from 1 foot in diameter to 12 feet. Each time a transaction had to be settled in Fei, the ownership of each stone wheel was transferred to the seller, even if the wheel was not physically moved to the seller’s house. Explain how Fei fulfilled or failed to fulfill the three functions of money.
4. Bitcoins are defined as a “peer-to-peer decentralized digital currency.” The supply of bitcoins is not controlled by the government or any other central agency. The value of each bitcoin is determined on the basis of supply and demand and is defined in terms of dollars. New bitcoins can be generated through a process called “mining.” However, new bitcoins will not be created once there are a total of 21 million bitcoins in existence. Some commentators feel that bitcoins can eventually replace most of the major currencies in the world. Would you agree? Explain your answer.
5. During a financial crisis, the central bank increases the supply of reserves, but the overnight call rate (similar to the federal funds rate) also increases. Use a graph to explain how this happens.
6. The following four exercises ask you to retrieve and work with macroeconomic data from the FRED Web site of the Federal Reserve Bank of St. Louis.

a. Go to http://research.stlouisfed.org/fred2/data/GDP.txt. Find the figure for nominal GDP for the latest quarter. (Q1 is January, February, and March; Q2 is April, May, June, etc.) The figure for a given quarter will be listed under the first day of the month beginning the quarter. For example, data for Q1 of 2013 will be listed as of 2013-01-01; for Q2, 2013-04-01; Q3, 2013-07-01; Q4, 2013-10-01.

b. Go to the following Web page from the Federal Reserve FRED database: http://research.stlouisfed.org/fred2/data/M2SL.txt. What is the most recent figure for the M2 money stock?

c. Calculate the average M2 figure for the same quarter you found for GDP in part (a). (Data for a given month is listed under the first day of that month; for example, the data for June of 2013 will be listed under 2013-06-01.)

d. Divide your answer from part (c) by your answer from part (a), and compare it with the ratios given in Exhibit 11.2. Is it higher, lower, or in line with the data summarized in the graph?

7. According to the BBC, inflation in the country of Zimbabwe reached an annualized rate of 231,000,000 percent in October of 2008. Prices got so high that in January of 2009, the country’s central bank—the Reserve Bank of Zimbabwe—introduced a $100 trillion bill. (Sources: http://news.bbc.co.uk/2/hi/africa/7660569.stm; http://news.bbc.co.uk/2/hi/africa/7832601.stm.)

Read the summary of Zimbabwe’s experience with hyperinflation in Wikipedia (http://en.wikipedia.org/wiki/Hyperinflation_in_Zimbabwe). How does the history of hyperinflation in the country illustrate the points made in the chapter regarding the root causes, costs, and benefits of inflation? What were some of the adaptations that citizens of the country used to cope with the situation?

8. The following table shows the cost of producing dollar notes of various denominations. As you can see in the table, it costs only 12.7 cents to produce a $100 bill. Suppose the government decided that it will print new notes to fund its fiscal deficit as well as all its ongoing expenditure. What would be the effects of such a policy?

<table>
<thead>
<tr>
<th>Note</th>
<th>Cost of Production</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 and $2</td>
<td>5.4 cents per note</td>
</tr>
<tr>
<td>$5</td>
<td>9.8 cents per note</td>
</tr>
<tr>
<td>$10 notes</td>
<td>9.0 cents per note</td>
</tr>
<tr>
<td>$20 and $50</td>
<td>9.8 cents per note</td>
</tr>
<tr>
<td>$100</td>
<td>12.7 cents per note</td>
</tr>
</tbody>
</table>

9. Assume there is an increase in the demand for reserves—in other words, the demand curve for reserves shifts to the right. Suppose also that the Fed did not change the quantity of reserves supplied.

a. Using a graph of the demand and supply of reserves, show the effect of this increase on the equilibrium federal funds rate and the equilibrium quantity of reserves.

b. Given your results from part (a), if the Fed wants to restore the federal funds rate to its pre-expansion level, what kind of open market operation would it need to undertake? Show the result of the operation on your graph from part (a).

10. The Bank of Japan (BOJ) introduced quantitative easing (QE) in 2013, aiming to achieve the inflation target of 2% in about two years. The Governor of BOJ, Haruhiko Kuroda, gave a speech in the Research Institute of Japan on Aug 1, 2014 emphasizing that BOJ would make a strong and clear commitment to the inflation target so as to raise Japan’s inflation expectations. (https://www.boj.or.jp/en/announcements/press/koen_2014/ko140801a.htm/).

a. Given that Japan’s demand curve for reserves is horizontal and the equilibrium call rate (similar to the federal funds rate) is very low, approximately equal to zero, can BOJ use open market operations to change the interest rate? Illustrate your answer with the aid of graphs for demand curve and supply curve for reserves.

b. Why is raising people’s inflation expectations important? How would this help increase GDP?

11. Before 2012, the open market operations were not well-developed in China. Its main tool of monetary policy was the reserve requirement. It required private banks to hold certain portion of their deposits, thereby reducing the amount of loans they could lend.

a. How would an increase in the reserve requirement have affected the demand curve for reserves?

b. If inflation was high, what would the Chinese banks do to lower the inflation rate—raise or reduce the reserve requirement? To answer this question, explain how change in the interest rate lowers the inflation rate and use the demand and supply of reserves graph to show how change in the reserve requirement affects the equilibrium overnight call rate (similar to federal funds rate). For simplicity, assume that the supply of reserves remains unchanged.

12. The chapter discusses different models of how people form their expectations regarding inflation. Consider the following two investors, who are trying to forecast what inflation will be for next year. Sean reasons as follows: “Inflation was 2.5 percent last year. Therefore, I think it is likely to be 2.5 percent this year.” Carlos, on the other hand, thinks this way: “The economy has recovered from recession sufficiently that inflationary pressures are likely to build. Likewise, a weaker dollar means that imports are going to be more expensive. I don’t think the Fed will risk slowing the recovery and raising unemployment by raising interest rates to fight inflation. So, in light of all these factors, I expect inflation to increase to 5 percent next year.” Using the terminology mentioned in the chapter, explain how you would best describe how each investor is forming his expectations of inflation. Which description better fits your own forecasts of inflation?
What caused the recession of 2007–2009?

The U.S. economy, like any other, experiences economic fluctuations—in other words, the growth rate fluctuates from year to year. Between 1982 and 2007, the U.S. economy tended to grow quickly and experienced only two mild recessions, achieving average growth in real gross domestic product (GDP) of 3.4 percent per year. But starting at the end of 2007, the economy began a deep contraction. The fall in economic activity caused significant hardship for hundreds of millions of households worldwide. In the United States alone, the number of unemployed workers rose by 7.4 million. Many families also lost a large chunk of their life savings; U.S. housing prices fell by a third and stock prices halved. The recession that started in December 2007 lasted until June 2009, when the economy started growing again.

What caused the recession of 2007–2009? In this chapter, we examine the various factors that contributed to this economic and financial free fall. But first we will explore the characteristics of economic fluctuations in general and possible causes for them. In the process, we will develop a model that can help us better understand the short-run causes and consequences of fluctuations in economic activity.
Section 12.1 Economic Fluctuations and Business Cycles

Growth, even for the most developed economies, is never completely steady.

Modern market economies have demonstrated a remarkable ability to generate long-run growth. As we saw in Chapter 7, the U.S. economy grew substantially over the last 100 years. But growth, even for the most developed economies, is never completely steady. Instead, there are periods of good times and bad, of ups and downs. These fluctuations tend to be hard to predict. We refer to short-run changes in the growth rate of real GDP as economic fluctuations or business cycles.

Exhibit 12.1 plots the level of real GDP (in blue) in the United States from 1929 to 2013, using 2009 as the base year for prices. Recall that real dollars hold the overall price level fixed, implying that the effects of inflation are removed from plots of real variables. The plot of real GDP starts in 1929 because that is when high-quality data were first available.

The exhibit also plots a trend line (in red), which represents the level of real GDP that the economy would attain if we could wave a wand and magically maintain a steady rate of growth, thereby avoiding fluctuations. The trend line in Exhibit 12.1 is derived by drawing a path that grows smoothly over time. Such a fluctuation-free economy is not actually feasible—economic fluctuations are a fact of life. Government policies can only reduce the severity—not the very existence—of fluctuations.

In Exhibit 12.1, two major deviations from trend are apparent: the Great Depression (lasting throughout the 1930s) and the period of U.S. participation in World War II (1941–1945). During the Great Depression, the U.S. economy fell far below trend GDP. Conversely, during World War II, the U.S. economy surged ahead of trend GDP.

Exhibit 12.2 provides an alternative way of looking at the same data by plotting the percent deviation between real GDP and its trend. This corresponds to the percentage difference between the blue and red lines in Exhibit 12.1. Looking at Exhibit 12.2, we can again easily
Exhibit 12.1 Real U.S. GDP and a Trend Line (1929–2013; billions of 2009 constant dollars)

The exhibit plots real GDP (in blue) and a red trend line, which represents the level of real GDP that the economy would attain if we could smooth out the year-to-year fluctuations. The trend line is derived by drawing a path that grows smoothly over time. The figure uses a proportional scale for the vertical axis.

Source: Bureau of Economic Analysis, National Income and Product Accounts (GDP). The trend line is calculated by the authors.

Exhibit 12.2 Percent Deviation Between U.S. Real GDP and Its Trend Line (1929–2013)

Here we show the percent deviation between U.S. real GDP and a trend line for U.S. real GDP (the trend line is plotted in Exhibit 12.1). The percent deviation is calculated as 100 × (Real GDP − Trend)/Trend.

Source: Bureau of Economic Analysis, National Income and Product Accounts (real GDP). The trend line is calculated by the authors.

Economic expansions are the periods between recessions. Accordingly, an economic expansion begins at the end of one recession and continues until the start of the next recession.

see two big events standing apart from the rest: the Great Depression and World War II. The most recent recession (2007–2009) is visible at the end of the plot. Even in 2013, 4 years after the end of the recession, real GDP remains well below its trend level.

In addition to comparing economic activity to its trend as we did in Exhibit 12.1, economists focus on fluctuations in the annual growth rate of GDP. They refer to periods of positive growth in GDP as expansions or booms and to episodes of negative GDP growth as downturns, contractions, or recessions.

As we have seen in Chapter 5, recessions are periods (lasting at least two quarters) in which real GDP falls. Of course, we also care about periods of economic growth. Economic expansions are the periods between recessions. Accordingly, an economic expansion begins at the end of one recession and continues until the start of the next recession. During the last century, the average economic expansion has been about 4 times as long as the average recession.
Exhibit 12.3 reports the dates of the 14 U.S. recessions that have occurred since 1929 and the decline in real GDP from peak to trough in each recession. The peak is the high point of real GDP, just before a recession begins. The trough is the low point of real GDP during the recession, corresponding to the end of the recession. Since 1929, a recession has occurred about once every 6 years, and the average recession length has been about 1 year.

### Patterns of Economic Fluctuations

Economic fluctuations have three key properties:

1. Co-movement of many aggregate macroeconomic variables
2. Limited predictability of fluctuations
3. Persistence in the rate of economic growth

We now look at each of these properties in turn.

#### Co-Movement

Many aggregate macroeconomic variables grow or contract together during economic booms and recessions. Economists refer to this pattern as co-movement. Exhibit 12.4 illustrates co-movement, focusing on two key variables: consumption and investment both adjusted for inflation, which are referred to as real consumption and real investment. The horizontal axis plots the growth rate of real consumption in a single year, and the vertical axis plots the growth rate of real investment in the same year. Each plotted point is a single year of historical data, so you can read the growth rates for real consumption and real investment by tracing a point to both horizontal (real consumption) and vertical (real investment) axes.

The exhibit shows that points tend to cluster around an upward-sloping line. This means that consumption and investment co-move. When consumption growth is high, investment growth tends to be high as well. When consumption growth is low (or negative), investment growth tends to be low (or negative). In other words, consumption and investment tend to either grow together or shrink together.

Note also that investment is more volatile than consumption. The vertical axis ranges from −100 percent to +150 percent, while the horizontal axis ranges only from −10 percent to +15 percent. The substantial variation in investment growth occurs because firms often drastically cut investment in response to a weakening economy and then raise it rapidly when the economy is booming. However, it is optimal for households to try to smooth consumption over time. For example, unless you actually run out of money, you wouldn’t want to postpone replacing your smashed smartphone until the economy recovers from a recession.

Employment and GDP also move together with consumption and investment, and unemployment moves negatively with GDP. This implies, for example, that during...
contractions real consumption, real investment, employment, and real GDP all fall, while unemployment rises.

**Limited Predictability** The second important feature of economic fluctuations is that of *limited predictability*. If you look back at Exhibit 12.3, showing the duration of recessions in the U.S. economy since 1929, you can see that recessions have been as short as 6 months and as long as 43 months. The 2007–2009 recession was 18 months long. Economic expansions also have highly variable lengths. Since 1929, the shortest expansion was 1 year and the longest was 10 years.

Because recessions and expansions have such variable lengths, it is clear that they do not follow a repetitive, easily predictable cycle. In fact, even with the tools of modern economics, it is impossible to predict far in advance when a recession or an expansion will end. We call this property “limited predictability” rather than “no predictability,” because by using sophisticated statistical techniques we can achieve a small degree of predictive power. Given the current state of economic science, we are usually able to accurately predict the end of a recession a month or two before the actual end. But it is practically impossible to
forecast the end of a recession at the time the recession begins. Moreover, it is also impossible to forecast when an expansion will end. Limited predictability is important to acknowledge because many early theories of business cycles assumed that economic fluctuations had a pendulum-like structure with systematic swings in economic growth. Such predictability is very far from the truth.

**Persistence in the Rate of Growth** The third noteworthy regularity of economic fluctuations is that of persistence. Even though recessions begin and end at somewhat unpredictable times, economic growth is not random. When the economy is growing, it will probably keep growing the following quarter. Likewise, when the economy is contracting—in other words, when growth is negative—the economy will probably keep contracting the following quarter. So if the economy is in a recession this quarter, our best bet is that it will still be in a recession next quarter as well. Thus there is some amount of persistence in the rate of economic growth.

**The Great Depression**

We’ve noted that one event stands out like no other in the history of economic fluctuations. This is the Great Depression, which is far and away the most severe U.S. economic contraction since modern methods for measuring GDP were developed about 100 years ago. Although there is no consensus on the definition, the term depression is typically used to describe a prolonged recession with an unemployment rate of 20 percent or more. Although the U.S. economy has experienced dozens of recessions, only the 1929 contraction qualifies as a depression. For example, unemployment during the 2007–2009 recession peaked at 10.0 percent, less than half the level of peak unemployment during the Great Depression.

The Great Depression started in 1929, coinciding with a crash in the U.S. stock market. From 1929 to 1933, the crisis deepened as stock markets around the world continued to fall. At its bottom in 1933, the U.S. stock market was about 80 percent below its peak 4 years earlier. Millions of U.S. farmers and homeowners went bankrupt. Real GDP fell 26.3 percent below its 1929 level, and unemployment eventually rose from 3 percent in 1929 to 25 percent in 1933. From 1929 to 1933, the number of banks in the United States fell from 23,679 to 14,207. This decline was driven by failing banks that either went out of business altogether or were acquired by stronger competitors. Similar events occurred in almost all developed countries around the world, though the U.S. contraction was among the most severe.

The Great Depression illustrates the three key properties of economic fluctuations that we just discussed. First, it featured strong co-movement in economic aggregates. Panel (a) of Exhibit 12.5 illustrates this co-movement by plotting real GDP, real consumption, and real investment from 1929 to 1939. The three series started to fall in 1929 and bottomed out in 1932 and 1933. Unemployment moved in lockstep in the opposite direction: starting at 3 percent in 1929 and peaking at 25 percent in 1933. The unemployment rate is plotted in panel (b) of Exhibit 12.5. Finally, the financial markets reflected these movements, also co-moving with real GDP. The Dow Jones Industrial Average, an important stock index, fluctuated with the level of economic activity—see panel (c) of Exhibit 12.5.

The Great Depression also featured limited predictability—or in this case, no predictability. In fact, it came as a complete surprise to most economists, policymakers, and business leaders. The preeminent economic forecaster of the late 1920s was Irving Fisher, a Yale professor and newspaper columnist, who repeatedly wrote about the strength of the economy and the low likelihood of adverse economic events. Indeed, one week before the stock market’s Great Crash of October 24, 1929, Fisher stated that “stock prices have reached what looks like a permanently high plateau.” Even after the initial October stock market crash, and after the broader economy had started to contract, Fisher maintained his optimism. On May 19, 1930, Fisher wrote, “It seems manifest that
Exhibit 12.5 (a) The Great Depression started in 1929 and real GDP bottomed out in 1933—the trough. During the contraction and the long recovery, real GDP, real consumption, and real investment moved together, as this exhibit demonstrates.

Source: Bureau of Economic Analysis, National Income and Product Accounts.

(b) The unemployment rate tracks fluctuations in GDP but moves in the opposite direction. Unemployment tends to rise when GDP falls. During the Great Depression, unemployment rose from 3 percent in 1929 to a peak of 25 percent in 1933.


(c) Stock prices also tend to move with other measures of economic activity. The Dow Jones Industrial Average is an index that averages together the stock prices of thirty of the most important companies based in the United States.

Source: Global Financial Data.

thus far the difference between the present comparatively mild business recession and the severe depression of 1920–1921 is like that between a thunder-shower and a tornado.” Unfortunately, unfolding events would soon prove him completely wrong. The contraction of 1920–1921 turned out to be minor when compared to the much deeper contraction that started in 1929.

Fisher’s misplaced optimism was common. No leading economic or business forecaster foresaw the Great Depression. Consider this: on January 18, 1930, a group of eminent forecasters at Harvard wrote, “There are indications that the severest phase of the recession is over.” In truth, the Great Depression had barely begun.
Finally, the Great Depression featured the third property of economic fluctuations—a
great deal of persistence. The period of negative growth in real GDP lasted for 4 years,
starting in 1929 and ending in 1933.

12.2 Macroeconomic Equilibrium
and Economic Fluctuations

Why are there economic fluctuations? Given the importance of economic fluctuations and
the voluminous amount of research on the topic, you might think that we would have a
convincing answer—one on which we could all agree. Alas, that is not the case. In fact,
there probably isn’t another topic that incites as much passionate disagreement among
economists. Although this disagreement, often aired in newspaper editorials and blogs, is
real, it masks the fact that economists have built up a significant body of shared knowledge
about the nature of economic fluctuations. This knowledge forms the basis of the model of
economic fluctuations that we will now describe.

Labor Demand and Fluctuations

We begin our analysis by returning to a discussion of the labor market. Recall from
Chapter 9 that the intersection of the labor demand and labor supply curves determines the
labor market equilibrium. Here we start with a labor market with flexible wages and then
show how downward wage rigidity amplifies the impact of labor demand shifts—and thus
amplifies the magnitude of economic fluctuations.

Summary of Shifts in the Labor Demand Curve

In Chapter 9, we discussed the most important sources of shifts in the labor demand curve:

1. Changing output prices: When the price of the output good goes down, the value
   of the marginal product of labor also declines. This implies that the firm would
   like to hire fewer workers at any given wage, shifting the labor demand curve to
   the left. (When the price of the product the firm produces rises, the value of the
   marginal product of labor goes up, shifting the labor demand curve to the right.)

2. Changing output demand: When the demand for the product the firm produces
   declines, its price and thus its value of the marginal product of labor goes down,
   shifting the labor demand curve to the left. (When the demand for the product
   the firm produces rises, the value of the marginal product of labor goes up, shift-
   ing the labor demand curve to the right.) In addition to the factors emphasized in
   Chapter 9, an expansion in credit (and a decline in the interest rate) can also lead
   to an increase in output demand, as we have seen in Chapter 10.

3. Changing technology and productivity: When the marginal product of labor
   falls, the labor demand curve shifts to the left. (When the marginal product of
   labor rises, the labor demand curve shifts to the right.)

4. Changing input prices: Businesses use labor and other factors of production,
   like physical capital and energy, to produce goods and services. When the
   cost of these other factors goes up, firms purchase less of them. This usually
decreases the marginal product of labor, shifting the labor demand curve to
   the left. (When the cost of these other factors goes down, firms purchase more
   of them, shifting the labor demand curve to the right.) A change in the credit
   market equilibrium can also influence labor demand by affecting the firm’s
   cost of financing the acquisition of physical capital.

Panel (a) of Exhibit 12.6, which focuses on the case of flexible wages, reminds you
of this relationship by graphing labor demand and labor supply curves and their intersec-
tion. Also recall that labor demand reflects profit maximization by firms, and labor supply
reflects how households optimally trade off labor and leisure.
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Exhibit 12.6 A shift to the left of the labor demand curve leads to a fall in equilibrium employment and a fall in the wage (point “2: Recession”). This example assumes that wages are flexible and consequently fall as a result of the leftward shift in the labor demand curve.

The decline in employment from the pre-recession equilibrium (point 1) to a recession moves the economy along the aggregate production function relating employment to real GDP, causing a decline in real GDP. The decline in employment is smaller when wages are flexible (point 2, which appears in panel (a)) than when wages are downward rigid (point 3, which appears in panel (c)). Consequently, the fall in real GDP is also smaller when wages are flexible than when wages are downward rigid.

When wages are downward rigid, a shift to the left of the labor demand curve leads to a sharp fall in equilibrium employment. In the new equilibrium (point “3: Deeper recession”), there are many workers (denoted by the green line) who would like to work at the market wage but can’t find a job. These workers are officially classified as unemployed because they would like to work at the market wage but can’t find a job.

The labor market equilibrium, which corresponds to the wage and employment levels given by the intersection of the labor supply and labor demand curves, is the key building block we will use to construct a model of economic fluctuations. Employment fluctuations correspond to changes in this labor market equilibrium, and real GDP and employment fluctuations are linked. Panel (a) of Exhibit 12.6 illustrates these linkages by depicting a leftward shift in the labor demand curve, which reduces the equilibrium quantity of labor.
employed. Before a recession begins, the original equilibrium is given by the point labeled “1: Pre-recession.” After an economic shock has shifted the labor demand curve to the left, the new equilibrium, which features a lower wage and a lower quantity of labor demanded, is at the point labeled “2: Recession.”

Panel (b) of Exhibit 12.6 depicts the aggregate production function, which we discussed in Chapter 6. Holding physical capital and technology constant, this curve shows the relationship between employment and GDP (we are holding human capital per worker constant here, so the efficiency units of labor are proportional to employment). We can see in the panel that as employment declines (due to the leftward shift in the demand curve), so does real GDP (because there is less labor producing goods and services). Accordingly, employment and real GDP rise and fall together, which is another illustration of co-movement among economic aggregates.

In practice, the fall in real GDP might exceed what we show in panel (b) of the exhibit because the decline in employment generates other types of economic adjustment. Laying off a worker also makes the physical capital that the worker was previously using—plant and equipment—less productive, leading firms to shutter plants and mothball equipment. The rate of utilization of physical capital is called capacity utilization, and recessions are usually accompanied by a reduction in capacity utilization. For example, during the depths of the 2008–2009 recession, capacity utilization in the United States fell to 67 percent from a normal rate of 80 percent, further depressing real GDP.

As we discussed in Chapter 9, when wages are downward rigid, the impact of a shift in labor demand is amplified. This is shown in panel (c) of Exhibit 12.6. In the case of downward wage rigidity, firms are unable or unwilling to cut wages because of contractual restrictions or because of morale problems that would result from falling wages. As a result, firms end up laying off more workers than they would have if wages were downward flexible. With downward rigid wages, a leftward shift in the labor demand curve causes employment to fall by even more than it does in the flexible wage case. Accordingly, with downward rigid wages there is an even deeper recession and a bigger movement along the aggregate production function than in the flexible wage case (panel (b)).

Downward rigid wages are one source of unemployment. At the market wage, which is the downward rigid wage, the number of workers who are willing to work exceeds the number of jobs that firms are willing to fill. The number of unemployed workers in this deeper recession—in other words, workers who would like to work at the market wage but can’t find a job—is represented by the green bar at the bottom of panel (c).

Although shifts in the supply of labor can also cause fluctuations in employment and unemployment, the most important source of fluctuations are shifts in the demand for labor. To understand the nature of short-run macroeconomic equilibrium, we need to know why the demand for labor fluctuates.

**Sources of Fluctuations**

Economists have tried to identify the forces that affect the demand curve for labor. These forces cause recessions and other aggregate economic fluctuations.

In Chapter 9 we provide one breakdown of the factors that shift the labor demand curve: (1) changes in the output price for a firm’s products, (2) changes in the demand for a firm’s products, (3) changes in productivity or technology, or (4) changes in the costs of a firm’s inputs.

We now offer a different breakdown, by discussing three schools of thought within the economics profession. Each school has a different story to tell about the sources of aggregate economic fluctuations.

1. **Real business cycle theory:** emphasizes changing productivity and technology
2. **Keynesian theory:** emphasizes changing expectations about the future
3. **Financial and monetary theories:** emphasize changes in prices and interest rates

When wages are downward rigid, the impact of shifts in labor demand is amplified.
Okun’s Law says that the year-to-year change in the rate of unemployment is equal to $-\frac{1}{2} \times (g - 3\%)$, where $g$ represents the annual growth rate of real GDP, in percentage points. Then Okun’s Law says that:

\[
\text{(Year-to-year change in the rate of unemployment)} = -\frac{1}{2} \times (g - 3\%)
\]

This equation implies that the unemployment rate holds steady when the growth rate of real GDP is 3 percent. The equation also implies that the unemployment rate falls when $g$ is above 3 percent; and the unemployment rate rises when $g$ is below 3 percent. In other words, the unemployment rate falls when real economic growth is relatively high; and the unemployment rate rises when real economic growth is relatively low. Okun’s Law is plotted as a black line in Exhibit 12.7. Although the data don’t line up perfectly with the equation, Okun’s Law is roughly consistent with the data.

Though the overall relationship between changes in the rate of unemployment and the growth rate of real GDP is clear in the data, these two variables do not always move together. Sometimes, a fall in the unemployment rate is delayed by a year or more after the growth rate of real GDP.
GDP picks up at the end of a recession. This delay occurs for several reasons, but the most important one is labor hoarding. Because recruiting workers and training them is costly, firms may not want to lay off qualified workers during a temporary slowdown. During a recession some firms will reduce the hours of their workers or even pay those workers to come to jobs at which little gets done, rather than laying the workers off. When the economic recovery comes and these firms increase production, they will not initially need to hire new workers because they can start to ramp up production by fully utilizing the workers they hoarded during the contraction.

Each of these three schools of thought draws upon one or more of the four categories of shifts in the labor demand curve from Chapter 9. Most economists studying business cycles believe each school of thought has generated many key insights, and economists generally don’t believe that any one school has all of the answers. The model that we use to describe economic fluctuations expresses the ideas of all of these different schools in a single general framework.

1. Technology Shocks: Explanations from Real Business Cycle Theory

In Chapters 6 and 7, we showed that technology differences across firms and workers in different countries help explain differences in cross-country income and growth. Accordingly, one might look for technological reasons to explain economic fluctuations within a given country. For example, imagine that research and development (R&D) leads firms to invent more valuable products (e.g., smartphones replacing traditional cellular phones). This will increase the value of the marginal product of labor, inducing firms to expand their operations, most likely leading them to increase their demand for labor. Firms will also likely seek to increase their productive capacity, raising the level of investment in the economy. These changes will lead to higher household income for three reasons: (1) employment increases, (2) wages rise, and (3) rising corporate earnings make the corporations’ stockholders wealthier. For all of these reasons, households will raise their consumption. Thus certain types of technological improvements can lead to increases in labor demand and increases in aggregate economic activity, including investment and consumption.

A version of this view appears in the work of classical economists, most notably, that of Arthur Cecil Pigou. It was revived and extended in the 1980s in what came to be known as real business cycle theory—a school of thought that emphasizes the role of technology in causing economic fluctuations.

But although we know from Chapters 6 and 7 that the rate of technological progress is at the root of long-run variation in economic growth and technological breakthroughs could cause a rapid increase in a particular industry’s output, purely technological theories have difficulty explaining recessions in which real GDP falls. “Technological regress,” in which the technological capabilities of an economy deteriorate, seems an unlikely explanation for recessions. It is unlikely, for example, that a negative technology shock caused the Great Depression.

Nevertheless, the rate of technological progress is believed to play a key role in long-term variation in economic growth. As we saw in Chapter 7, countries that consistently develop new technologies, or import cutting-edge technologies from other countries, will attain high rates of growth. So technological progress is a very important determinant of long-term fluctuations in growth—for instance, over several decades—even though it is not the main force driving recessions.

Proponents of real business cycle theory tend to also emphasize the importance of changing input prices—especially the price of oil. We can think of an increase in the price of oil as a decrease in the productivity of firms that use oil. Because almost all firms use oil in one form or another—oil products are a key source of energy—changes in the price of oil function like technology changes. As oil price changes can be abrupt, including large increases in the price of oil, this factor does help to explain recessions.

2. Sentiments and Multipliers: Explanations from John Maynard Keynes

Many modern analyses of economic fluctuations build on the insights of the British economist John Maynard Keynes (1883–1946), who was an academic, stock market trader, and a frequent advisor to the British government. (In case you want to talk about him over dinner in your dining hall, Keynes is pronounced “cains.”)
Keynes was 46 years old at the start of the Great Depression. As the Depression took hold, Keynes began to develop new theories that attempted to explain its causes. This work culminated in his groundbreaking book *The General Theory of Employment, Interest and Money*. His ideas also had novel implications for government policy. Keynes was highly controversial during his time and remains so today, though few would deny his enormous influence on modern macroeconomics.

Keynes believed in a phenomenon that he dubbed animal spirits, which represent psychological factors that lead to changes in the mood of consumers and businesses, thereby affecting consumption, investment, and GDP. In Keynes’s view, the animal spirits in an economy could fluctuate sharply even as the underlying fundamental features of the economy changed relatively little. For example, a period of heightened optimism could give way to a period of deep pessimism even though the economic fundamentals—technology, physical capital, and human capital—hadn’t changed much at all.

Animal spirits are in fact one example of a broader phenomenon: changing sentiments, which include changes in expectations and changes in the (actual or perceived) uncertainty facing firms and households. Changes in sentiments lead to changes in household consumption and firm investment.

For example, consider what happens when firms expect future demand for their products to be low. Such pessimism will have a direct effect on labor demand. When United Airlines becomes pessimistic about future demand for air travel, it cuts back its hiring of flight attendants and pilots. It also cuts back its orders for new planes. This reduces demand for planes at manufacturers like Boeing. Consequently, labor demand both at United Airlines and Boeing shifts to the left.

Consider the effects of this pessimism on GDP. Let’s begin by analyzing the fall in investment that occurs when United Airlines cuts back its orders for new planes. Recall the national income accounting identity from Chapter 5:

\[ Y = C + I + G + X - M. \]

The change in the behavior of United Airlines causes a decline in investment in the economy \((I)\) and thus also in GDP \((Y)\). But this decline could be at least partially offset by an increase in consumption \((C)\), government expenditure \((G)\), or the difference between exports and imports \((X - M)\). With completely offsetting movements in \(C, G, \) or \(X - M\), it is possible for GDP, \(Y\), to remain unchanged despite a sharp decline in investment. For example, if \(I\) falls by $5 billion, \(C\) could rise by $5 billion, offsetting the reduction in \(I\).

When firms are turning pessimistic and cutting back employment and investment, however, households are unlikely to increase their consumption. In fact, households face a heightened risk of losing their jobs because of the fall in investment. Accordingly, in most instances, consumption moves in the same direction as investment (consistent with our discussion of co-movement above).

The implications for employment were displayed in Exhibit 12.6. Particularly when there is downward wage rigidity, a change in labor demand will have a large effect on employment. Hence, a fall in investment will tend to produce a leftward shift in firms’ labor demand curves, reducing employment and ultimately reducing GDP.

The implications of households becoming more pessimistic are similar: they will cut their current spending to build up their “rainy-day” savings and thereby prepare for economic problems ahead. This translates into a decline in the current demand for the products of many firms, shifting the labor demand curve of those firms to the left.

This discussion hints at another major element of Keynes’s theory: the possibility that a modest shock could hit the economy and generate a cascade of follow-on effects that ultimately cause a much larger contraction. For example, an increase in pessimism among airline executives will have a series of immediate effects—for instance, lower hiring at United Airlines—that might cascade into a series of follow-on effects—lower hiring at aircraft manufacturers, like Boeing. The cascade keeps building as the ripples spread to more and more interconnected firms, which each start to cut back hiring and shift their own labor demand curves to the left. The pessimism might also spread to households, which, sensing fewer opportunities in the labor market, start to reduce their demand for goods and services. The economic mechanisms that cause an initial shock to be amplified by follow-on effects are called multipliers.

To illustrate the potential power of multipliers, imagine that a stock market decline causes a drop in consumer confidence and reduces households’ willingness to spend. Such an event...
A *self-fulfilling prophecy* is a situation in which the expectations of an event (such as a left shift in labor demand in the future) induce actions that lead to that event.

will cause many other dominoes to fall. Firms will cut back production and lay off employees. Those newly unemployed workers will be unable to buy goods and services, leading firms that previously sold goods to these consumers to scale back production even more. According to Keynes, such a cycle could have calamitous effects as each round of layoffs further damages the economy, setting off another wave of layoffs. Such cascades of effects will amplify—or multiply—the impact of the initial shock whether the initial shock is negative or positive news. Hence a bit of good economic news can also produce a cascade of positive effects as consumers increase their demand for goods and services and firms respond by shifting the labor demand curve to the right, all of which multiplies the impact of the initial news. Keynes’s theory of multipliers plays an important role in many modern economic models.

It is also useful to note that the workings of multipliers involve an element of a *self-fulfilling prophecy*, since the expectation of an event, such as a leftward shift in labor demand in the future, induces actions that lead to the realization of that event, that is, firms cutting their employment now. This is because sentiments can be powerful catalysts of economic change. For example, when a large number of economic actors become pessimistic about the future state of the economy, their resulting actions can indeed reduce the level of future economic activity, partially or even fully justifying their pessimistic beliefs. Consumers might stop buying goods and services. Firms might stop investing in plants and equipment. Labor demand will then shift to the left, reducing employment and raising unemployment. This notion of a self-fulfilling prophecy also highlights that a change in expectations driven by animal spirits might turn out to be “rational”; when households and firms become pessimistic about the economy, the economy will contract as a result of people’s pessimistic behavior. So the pessimism ends up justifying itself!

**3. Monetary and Financial Factors: Explanations from Milton Friedman**

Monetary factors are yet another force that drives business cycles. As we saw in the last chapter, money supply affects nominal GDP. Typically, a fall in nominal GDP, driven by a sharp decline in the money supply, will not only affect the aggregate price level but also real GDP. In this case, changes in the money supply will also drive business cycles. The major proponent of this view has been one of the few macroeconomists to rival Keynes in terms of genius and influence—Milton Friedman.7

To understand how monetary factors drive fluctuations in real GDP, consider a scenario in which contractionary monetary policy causes the money supply (M2) to fall sharply.

The fall in the money supply will cause the price level to fall, as predicted by the quantity theory of money (Chapter 11). A fall in the price level reduces employment because of downward wage rigidity. To understand why, note that a drop in the aggregate price level implies that firms have cut their output prices reducing their value of marginal product of labor. Consequently, each firm demands a lower quantity of labor at a given wage. In other words, a fall in output prices shifts the labor demand curve to the left. If wages were to fall as much as output prices, then firms would employ as many workers as they had employed before the fall in output prices. However, with a downward rigid wage (recall Chapter 9), wages won’t fall and optimizing firms will instead cut back the number of employed workers.

In addition, as we saw in Chapter 11 contractionary monetary policy causes the real interest rate to rise. Recall from Chapter 10 that the real interest rate is the price that a firm pays for another one of its inputs—physical capital. A rise in the real interest rate will therefore make production more costly. Because physical capital is needed by labor, the rising cost of physical capital leads firms to hire less labor, implying a leftward shift in the demand for labor.

Disruptions in the operation of the credit market also cause economic fluctuations. In Chapter 10 we saw how the supply and demand for credit determine the equilibrium interest rate and the amount of credit in the economy. Disruptions in the credit market—for instance, bank failures or other types of financial crises—will reduce the amount of investment and consumption, thereby lowering real GDP and employment. Hence, a leftward shift in the supply of credit will shift firms’ labor demand curves to the left.

**Multipliers and Economic Fluctuations**

Multipliers, which we discussed in the context of changes in sentiment, can amplify the effects of any economic shock, regardless of whether the shock arises from changes in technology, sentiment, or financial markets. Exhibit 12.8 illustrates a simple feedback loop that arises in a contracting economy with multipliers. A shock to consumption causes firms...
to reduce labor demand, shifting the labor demand curve to the left. The leftward shift in labor demand leads to layoffs, reducing household income and further reducing household consumption. The cycle continues in this way, increasing the depth of the economic contraction with each loop around the circle. In this way, the impact of an initial shock is multiplied.

Exhibit 12.9 Multipliers in an Economy with Flexible Wages

The economy begins at the equilibrium labeled “1: Pre-recession.” A shock causes labor demand to shift to the left. The economy is now at a new temporary equilibrium, “2: After shock,” which does not include multiplier effects. The layoffs lead to additional reductions in labor demand—more leftward shifts of the labor demand curve—moving the economy to the full-blown recession equilibrium “3: Trough.” A trough is the low point of real GDP in a recession.

**Multipliers . . . can amplify the effects of any economic shock, regardless of whether the shock arises from changes in technology, sentiment, or financial markets.**

a. The initial shock to labor demand (the first shift to the left).

b. A second leftward shift of labor demand due to the layoffs resulting from the initial shock. This second shift to the left takes into account multiplier effects.
In principle, there could be many more leftward shifts in labor demand, each driven by
the last round of layoffs. In practice, economies eventually stabilize and the downward spi-
ral stops. For instance, new businesses replace old firms that have gone bankrupt. If a firm
does not have enough demand to remain profitable, the physical and human capital that was
employed at that firm will eventually be reallocated to other firms, especially firms in other
types of business. The entry of these new firms causes labor demand to stop shifting to the
left and eventually start shifting back to the right.

The multiplier loop depicted in Exhibit 12.8 leaves out many of the mechanisms that are
important in a modern economy. Exhibit 12.10 adds some of these mechanisms, providing
a more complete picture of the factors that multiply the impact of an initial negative shock.
These mechanisms include declines in asset prices, such as the value of stocks, bonds,
and housing; rising rates of mortgage defaults, which weaken banks’ balance sheets; ris-
ing rates of household bankruptcies, generating defaults on numerous types of consumer
credit including credit card loans; rising rates of firm bankruptcies, causing their lend-
ers to absorb large losses; and falling levels of financial intermediation as banks become
unwilling or unable to extend new loans, even to their existing customers. All of these
mechanisms create additional multiplier effects and drive down the level of consumption
and investment, further depressing labor demand. Falling labor demand leads to additional
decreases in employment and GDP, further weakening the economy and generating addi-
tional rounds of multiplier effects.

**Equilibrium in the Short Run, with Multipliers and Downward Wage Rigidity**

A more complete picture of recessionary shocks can be seen by combining downward
wage rigidity and multipliers. Both of these ingredients amplify the impact of shifts in
labor demand on employment. Here is how a shock plays out:

- **a.** An initial shock shifts the labor demand curve to the left.
- **b.** Downward wage rigidity leads firms to adjust to the initial shock by sharply cutting
  employment rather than reducing both employment and wages by a modest amount.
- **c.** Multipliers cause the labor demand curve to shift leftward even more.

These three factors are illustrated in Exhibit 12.11. Before any shocks, the economy is at the
equilibrium labeled “1: Pre-recession.” The initial shock causes the economy to move to the
new temporary equilibrium labeled “2: After shock.” Because we are assuming that the wage
is downward rigid, only employment adjusts. When the multipliers kick in, the labor demand
curve shifts left again and the economy ends up at the equilibrium labeled “3: Trough.” Both
the downward wage rigidity and the multipliers have amplified the contractionary impact of
the initial recessionary shock. **Without downward wage rigidity and multipliers, the initial leftward shift of the labor demand curve would have moved the economy to the equilibrium**
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Exhibit 12.11 Multipliers in an Economy with Rigid Wages

A leftward shift in the labor demand curve takes the economy from point “1: Pre-recession” to point “2: After shock.” Multipliers cause the labor demand curve to shift leftward even more, moving the rigid-wage equilibrium to point “3: Trough.” Without downward wage rigidity and multipliers, the initial leftward shift of the labor demand curve would have moved the economy to the equilibrium labeled “A.” With downward wage rigidity and multipliers, the economy moves all the way to “3: Trough,” which represents a much greater fall in employment than point A.

12.2

Equilibrium in the Medium Run:
Partial Recovery and Full Recovery

There are many forces—some market-driven and some policy-driven—that tend to reverse the effects of a recession in the course of a few years. We refer to this 2- to 3-year time horizon as the medium run to distinguish it from the short run, which corresponds to a few quarters, and the long run, which corresponds to periods of a decade or more. In our discussion, we divide the recovery mechanisms into two categories.

i. The labor demand curve shifts back to the right due to market forces.

ii. The labor demand curve shifts back to the right due to expansionary government policies.

Let’s now explore each of these in more detail.

i. The labor demand curve shifts back to the right due to market forces. This rebound occurs for many reasons, and here are the most important ones:

- Labor demand partially recovers (shifts to the right) when excess inventory has been sold off. For example, after an excessive economic boom in housing construction there will be little need for the construction of more new homes, causing the labor demand curve for construction workers to shift to the left. However, the inventory of unsold homes will eventually be sold off, and at that point construction of new homes will start up again, shifting the labor demand curve back to the right. This effect applies to any business that holds an inventory of unsold goods, like car or computer manufacturers. Inventories won’t last forever. When they run out, the firm usually increases production. A rightward shift in the labor demand curve is plotted in Exhibit 12.12.

- Labor demand partially recovers (shifts to the right) when technological advances encourage firms to expand their activities. For example, after the 2007–2009 recession, new drilling technologies enabled energy companies to profitably extract natural gas and oil from oil-shale geological deposits. This led to a rapid expansion in the U.S. energy industry, including drilling activity, pipeline construction, and the growth of industries that have a comparative advantage in regions with ample energy resources.

- Labor demand partially recovers (shifts to the right) as the banking system—and the rest of the system of financial intermediation—recuperates and businesses are again
able to use credit to finance their activities. During the 2007–2009 financial crisis, many small firms had a hard time obtaining loans from their banks. When the banks that survived the crisis returned to health, they became more willing to lend to businesses, enabling those businesses to expand their operations and hire more workers.

The availability of credit shifted the borrowers’ labor demand curve to the right.

ii. The labor demand curve shifts back to the right due to expansionary government policies. The next chapter focuses exclusively on these issues. For now, we summarize the key policy levers:

• The central bank can use monetary policy to shift labor demand to the right. Lowering interest rates stimulates both firm investment and household consumption.

• Labor demand also shifts to the right as overall inflation raises firms’ output prices. A rise in output price makes production, and thus increasing employment, more profitable at a given wage. This shifts the labor demand curve to the right. In panel (a) of Exhibit 12.13, we see the implications of this inflation-driven rightward shift of the labor demand curve. With wages pinned down by the downward wage rigidity, the rightward shift of the labor demand curve causes a movement from point A to point B, which corresponds to a partial recovery in employment.

At this point, you might rightly wonder about the labor supply curve. Shouldn’t inflation also impact labor supply? As inflation increases output prices, a given wage will buy a smaller consumption bundle. For example, if all prices were to double, a worker who supplied the same hours of work at the same wage would be able to consume only half of what she did before. As a result of inflation, this worker—and, with the same reasoning, all workers—will be willing to supply fewer hours to the market at a given wage. The resulting leftward shift of the labor supply curve is also shown in panel (a) of Exhibit 12.13. The important point, however, is that as long as we stay at the downward rigid wage, this shift of labor supply has no impact, and employment is simply given by the intersection of the labor demand curve and the horizontal line representing the downward rigid wage. This brings us to the important conclusion that when wages are pinned down by downward wage rigidity, inflation-driven shifts of the labor demand curve will increase employment.

This analysis also tells us when shifts of the labor supply curve will actually start to matter. If the shifts in question were large enough, which would result from high levels of inflation, then the wage will no longer be pinned down by downward wage rigidity. Rather, the market clearing wage would rise above the downward rigid wage, as shown in panel (b) of Exhibit 12.13. In this case, the equilibrium wage has risen above the downward rigid wage. Once such an
Exhibit 12.13 The Effect of Inflation on the Labor Market Equilibrium

In panel (a), a downward rigid wage (represented by the horizontal line) prevents the labor market from clearing. The “original labor demand curve” and the “original labor supply curve” cross at the point labeled C. At this point, the market clearing wage is below the downward rigid wage. Accordingly, the original labor market equilibrium is point A, where the downward rigid wage intersects the original labor demand curve. Inflation shifts the labor demand curve to the right (firms can sell their output goods at higher prices) and shifts the labor supply curve to the left (a given wage has less purchasing power). Even after these shifts, the market-clearing wage (labeled D) is still below the downward rigid wage. Accordingly, the post-inflation labor market equilibrium is point B, where the downward rigid wage intersects the labor demand curve after inflation.

In panel (b), the original labor market equilibrium is point A, so the downward rigid wage is above the original market-clearing wage (labeled point C). Inflation causes the labor demand curve to shift to the right and the labor supply curve to shift to the left. Now these inflation-induced shifts are large enough to move the market-clearing wage above the downward rigid wage. The final labor market equilibrium is point E. Wages have now risen above the downward rigid wage.

Exhibit 12.14 puts all of these market-based and policy-driven effects together to illustrate a complete cycle of contraction and recovery. Initially, the economy is at point “1.” The combination of downward rigid wages and multipliers creates a rapid contraction in labor demand, which moves the economy to point “2.” This is the trough of employment. The labor demand curve then starts to shift back toward its pre-recession level due to both market mechanisms and government intervention. Inflation plays two roles, shifting the labor demand curve to the right and the labor supply curve to the left. At the beginning of the recovery, the equilibrium remains at the rigid wage and the economy shifts from point “2” to point “3.”

equilibrium wage is reached, further increases in inflation will shift the labor demand and labor supply curves by equal amounts, increasing wages but leaving employment unchanged.

- The government also uses fiscal policy (government spending and taxes) to shift the labor demand curve to the right. Increasing government spending increases the demand for the products that firms produce, shifting the labor demand curve to the right. Decreasing taxes gives firms and consumers more after-tax income, thereby increasing their purchasing power and increasing demand for the products that firms produce, shifting the labor demand curve to the right.
Exhibit 12.14 Full Recovery

The labor demand curve begins at “Labor demand pre-recession” and then shifts to the left: “Labor demand at trough.” Because the wage is downward rigid, it does not fall and the economy transitions from point “1” to point “2.” As the labor demand curve shifts back to the right (“Labor demand after partial recovery”), the level of employment partially rebounds to point “3.” At this point, the downward rigid wage is still preventing the labor market from clearing. Eventually, the combination of rightward shifts in labor demand and leftward (inflation-driven) shifts in labor supply lead the economy to point “4.” At this point, downward wage rigidity is no longer a constraint because the market-clearing wage is above the downward rigid wage.

Eventually, the combination of rightward shifts in labor demand and leftward shifts in labor supply lead the economy to point “4.” At this point, downward wage rigidity is no longer a constraint because the market-clearing wage is above the downward rigid wage.

In this particular example, the economy returns to its original level of employment. This won’t be the case if the original level of employment was generated by an unsustainable economic boom.

Exhibit 12.14 also shows that the post-recession wage is above the pre-recession wage. This results from the accumulation of price inflation during and after the recession. This inflation has lifted both output prices and wages.

Nominal Wages versus Real Wages

In this chapter (as in Chapter 9), we’ve conducted the analysis using the actual wages that workers are paid. Actual wages are also called nominal wages, which distinguishes them from wages adjusted for inflation, or real wages. To calculate real wages, economists divide nominal wages by a measure of overall prices, for example the Consumer Price Index (CPI).
12.3 Modeling Expansions

We have so far focused on recessions. The framework we presented can also be used for studying economic booms. Returning to the same example we used earlier, suppose that now United Airlines becomes optimistic about the demand for its products. This will shift its labor demand curve to the right. When many firms become optimistic about their future demand, the aggregate labor demand curve will shift to the right, as shown in Exhibit 12.15.

One important difference from our analysis of leftward shifts is that there is no issue of rigid wages in this case because, as we emphasized in Chapter 9, workers are often unwilling to accept cuts in their wages, but this has no equivalent for increases in their wages. This implies that there is downward, but not upward, wage rigidity. For this reason, in Exhibit 12.15, following the rightward shift in the labor demand curve, employment changes along a labor supply curve (and not along a horizontal line as in, for example, Exhibit 12.11).

Though the impact of the rightward shift in the labor demand curve is not exacerbated by wage rigidities, multiplier effects will continue to be present, amplifying the initial shift. For example, as United increases its purchases of airplanes and other inputs, this will cause the firms that supply United to shift their labor demand curves to the right. Increases in labor demand will tend to raise household income, causing households to start consuming more, triggering another round of multiplier effects. As a result of these multiplier effects, there is a further shift in the labor demand curve, as shown in Exhibit 12.15.

---

Exhibit 12.15 Rightward Shift in the Labor Demand Curve

Starting from a normally functioning economy, a positive economic shock will lead to a boom. First, the direct impact of the positive economic shock shifts the labor demand curve to the right. This impact is amplified by multipliers. Because wages are flexible upward, all of the adjustment to the shifts in the labor demand curve takes place along the labor supply curve.

Downward rigidity in nominal wages, one of the factors that amplifies negative macroeconomic shocks, plays a similar role when we look at the labor market through the lens of real wages. In particular, downward nominal wage rigidity implies that, because nominal wages cannot fall, real wages do not immediately adjust either. As a result, the labor market does not reach the market-clearing real wage.

But in the presence of inflation, real wages can fall even if nominal wages don’t. Because real wages are the ratio of nominal wages to a price index, and because inflation raises the price index, real wages will fall when (1) the price index rises and (2) nominal wages are fixed. This is exactly the scenario we have highlighted in panel (a) of Exhibit 12.13. As such, the analysis of real wages provides another way of explaining how modest inflation might help an economy with downward rigid nominal wages recover from a recession.
Economic booms also have a dark side. If before the beginning of the boom the economy is close to full employment and full capacity utilization (meaning that the unemployment rate is low and firms are employing most of their capacity), there will be relatively little room for the economy to grow. If so, the optimism or other factors that might have originally triggered the boom are likely to get reversed at some point. But such a reversal involves precisely the sort of leftward shift in labor demand we have analyzed in this chapter. These leftward shifts tend to create negative multiplier effects and might take the economy into a recession rather than gently back to its pre-boom level.

This dark side of economic booms raises some of the most difficult challenges for policymakers. Prudent policymaking would involve attempting to control the economic booms in order to limit the potential negative effects when the boom is ultimately reversed. However, the increase in employment and the fall in unemployment accompanying economic booms increase the popularity of policymakers, encouraging them to let economic booms continue or even to fan their flames (especially during election years).

Evidence-Based Economics

What caused the recession of 2007–2009?

The causes of the recession of 2007–2009 can be likened to chains of dominos, with one negative shock setting off another in a sequence of events that cascaded throughout the American and global economies. Three key factors appear to have played the central roles in the crisis: (1) a fall in housing prices, which caused a collapse in new construction; (2) a sharp drop in consumption; and (3) spiraling mortgage defaults that caused many bank failures, leading the entire financial system to freeze up.

Let’s first zoom out to take an aerial snapshot:

1. During the pre-recession years of 2000–2006, a run-up in housing prices caused a boom in housing construction, which produced a large stock of newly constructed homes. When housing prices fell sharply from 2006 to 2009, homebuilders rapidly reduced their rate of new construction because they already held a large inventory of new homes and the falling prices made new construction unprofitable. Consequently, their labor demand curves shifted sharply to the left.

2. The decline in housing prices in turn reduced many consumers’ wealth and curtailed their ability to borrow more against their homes—a scenario that in turn sharply reduced consumption. The firms that produce the goods and services that consumers buy were suddenly faced with a substantial drop in demand for their products. Accordingly, they cut back production and their labor demand curves shifted to the left.

3. The decline in housing values led to millions of mortgage defaults (for reasons we explain below). These mortgages, which were held on the balance sheets of many large banks, pushed those banks to the brink—and in some cases over the brink—of solvency. As banks failed, or cut their lending activity to increase their reserves and strengthen their balance sheets, credit to the private sector fell, causing borrowing firms to cut their production and shifting their labor demand curves to the left. The decline in credit to households reduced their consumption and triggered another round of adverse demand shifts.

This was the big picture. We now zoom in on each of these economic events and look at the data.

Housing and Construction: A Burst Bubble

Many economists characterize the rapid rise of housing prices between the late 1990s and 2006 as a bubble, meaning that the significant increase in asset prices (in this case housing assets) did not reflect the true long-run value of the asset. Exhibit 12.16 plots a
Evidence-Based Economics (Continued)

Exhibit 12.16 Index of Real Home Prices in Ten Major U.S. Cities (January 1987–December 2013)

Real U.S. home prices started rising precipitously in the late 1990s, with real prices more than doubling in a single decade: 1996 to 2006. Prices then fell sharply from 2006 to 2009.


Exhibit 12.17 Real Investment in Residential Construction (1987 q1–2013 q4; Normalized to 100 in 2009)

The flow of real investment in residential construction nearly doubled from 1995 to 2005, peaking just before housing prices peaked. Residential construction then fell sharply, falling well below its level from 1995. As the excess inventory of newly built homes was sold off, home building slowly picked up again after 2011.

Source: Bureau of Economic Analysis, National Income and Product Accounts.

monthly index of housing prices adjusted for inflation in ten major U.S. cities from 1987 to 2013. Notice that the index rose sharply from 100 in January 2000 to 190 in May 2006. Then everything fell apart—the index collapsed to a value of 120 by April 2009 and continued falling a bit more after that. The bubble in housing prices had burst.

Falling housing prices had a devastating effect on the home construction industry. Exhibit 12.17 plots the real value of investments in residential real estate. Note how real investment in new home construction started falling after peaking in the third quarter of 2005. The exhibit shows that when the dust had settled in 2009, the rate of home construction had fallen by nearly 60 percent.

Then the other shoe dropped. As the home construction industry shrank, employment in the industry also plummeted. At its peak in April 2006, there were 3.5 million jobs in...
the residential construction industry. By 2010, the number of jobs had fallen to 2 million, a 43 percent decline. Related industries also got hit as all real estate prices fell, including commercial real estate, like office buildings and malls. For example, the non-residential construction industry fell from employment of 4.4 million in early 2008—at the start of the recession—to 3.4 million in 2010.

Putting all of the pieces together, the sharp drop in real estate prices caused a large leftward shift in the labor demand curve for construction jobs, which then led to a sharp drop in employment in the construction industry. The key step—a leftward shift in the labor demand curve—was plotted in Exhibit 12.6. Panel (a) of that exhibit plots the flexible wage case. Panel (c) plots the case of downward wage rigidity, which features an even larger fall in employment.

The decline in economic activity in the construction industry also led to multiplier effects. Many construction workers lost their incomes, and many businesses that served those workers—home supply stores like Home Depot—saw demand for their products plummet. Falling home construction and home sales also lowered demand for home appliances—like washing machines and refrigerators. These multiplier effects magnified the effects of the fall in home prices, shifting the aggregate labor demand curve further leftward and deepening the fall in aggregate employment.

Cuts in Consumption
The housing price declines were also associated with large reductions in overall household consumption—the second key factor in the 2007–2009 recession.

During the early 2000s, many households had increased their consumption by using funds that they had borrowed from banks. In most cases, this borrowing took the form of mortgages—for instance, taking out a second mortgage in addition to a first mortgage. “Cash-out” refinancings were also popular—when interest rates fell, homeowners with an existing mortgage would lower their interest rate and increase the size of their mortgage, taking the difference as a cash payout. At the peak of the housing bubble, consumers used second mortgages and “cash-out” refinancing to extract $400 billion of wealth per year from their homes. Even consumers who did not take out more mortgage debt tended to increase their real consumption during the run-up in housing prices from 2000 to 2006, because home price rises increase wealth and consumers’ perceptions of what they can afford to consume.

That wealthy feeling started to vanish in 2007. By March 2009, U.S. households had lost about $15 trillion in net worth—both the housing market and the stock market had crashed. Most households cut back their consumption, causing aggregate real consumption to decline by 2.7 percent from the start of the recession in the fourth quarter of 2007 to the end of the recession in the second quarter of 2009. This decline translated into a significantly lower demand for the products of firms, creating another multiplier effect that shifted the labor demand curve further to the left.

Spiraling Mortgage Defaults and Bank Failures
Falling house prices also led mortgage delinquencies to skyrocket: many borrowers stopped making their required mortgage payments. For example, suppose that a family had bought a $300,000 home with almost no down payment in 2006. If we assume that the home’s value followed the ten-city index, this home would have fallen to a value of $200,000 by 2009. However, the mortgage debt would not have been affected by the fall in the home value, leaving the borrower owing nearly $300,000 (very little of the initial mortgage would have been paid off within the first 3 years of home ownership). Consequently, the family would find itself with a debt of almost $300,000 on a house worth only $200,000. Owing more on your home than it is worth is referred to as being “upside down” or “underwater.” If a household with an underwater mortgage sells their home, they don’t receive enough money
Evidence-Based Economics (Continued)


This exhibit plots the annual rate of foreclosure filings in the United States. A 2 percent rate of foreclosure filing implies that 2 percent of the homes with a mortgage started foreclosure proceedings in that year.

Source: Mortgage Bankers’ Association National Delinquency Survey.

to repay the mortgage. In many U.S. states, households in this situation have a strong incentive to default on their mortgages—that is, stop making their mortgage payments and walk away. This incentive is further strengthened when households face economic hardship (for example, because of unemployment or other negative labor income shocks).

And that is exactly what millions of households did, either because they didn’t have a job and couldn’t afford to pay their mortgage, or because they recognized that it wasn’t optimal to keep paying interest on a mortgage that vastly exceeded the value of the home. Previously, when home prices were rising, foreclosure rates stayed around 1.7 percent per year. In other words, 1.7 percent of U.S. homes with a mortgage entered foreclosure each year. Exhibit 12.18 shows that the foreclosure rate rose to 5.4 percent during the financial crisis. To appreciate the significance of that foreclosure rate, consider that there are approximately 75 million owner-occupied homes in the United States and about two-thirds, or 50 million, have a mortgage. So a foreclosure rate of 5.4 percent translates into almost 3 million foreclosed homes per year at the peak of the crisis. In total, about 10 million foreclosures took place from 2007 to 2012.

Home foreclosures were terrible news not only for homeowners but also for banks. Consider that when a bank seizes a home that is worth $200,000, on which the outstanding mortgage is $300,000, the bank has no way of recouping its money. At best, it can sell the house for $200,000, realizing a $100,000 loss on its $300,000 loan. In practice, the foreclosure sale yields a price significantly below $200,000. With so many homes being sold simultaneously, and with no homeowner to put flowers in window pots, mow lawns, or keep vandals from trashing the empty houses or ripping out copper pipes, it’s easy to end up selling the house for far less than $200,000.

Consequently, banks suffered enormous losses on their portfolios of mortgages. In 2005, during the run-up in home prices, banks recorded losses in their real estate portfolios equal to only 0.2 percent of the value of their real estate loans. In 2009, banks booked real estate losses that were 40 times greater —8 percent of the total value of their real estate loans.

Many banks could not withstand the extent of the hit they took on their mortgage holdings. Among the 5,000 banks regulated by the FDIC, about 400 failed from 2007 to 2011. But the biggest story of the 2007–2009 recession was the failure of Lehman Brothers, a bank that was not regulated by the FDIC. Lehman did not originate home mortgages of its own, but it did originate commercial mortgages (for businesses) and it did buy mortgages that other banks had issued. As those mortgages lost value in 2008, Lehman Brothers lost huge sums and perhaps more importantly also lost the confidence of its business partners.
Within a two-week period in September of 2008, many of Lehman’s biggest institutional trading partners and lenders stopped doing business with the bank. Each new defection bred more uncertainty and a widening loss of confidence in Lehman’s future. Lehman experienced an institutional bank run, a special kind of bank run that we discussed in Chapter 10. The bank customers running for the exits were large financial institutions like other large banks and hedge funds. Soon, no institutions would lend money to Lehman, and at that point Lehman was both illiquid and insolvent.

The failure of Lehman Brothers initiated a financial panic that suddenly threatened the prosperity of the world economy. Other major bank crises followed in Iceland, the United Kingdom, Greece, Ireland, Portugal, Switzerland, France, Germany, the Netherlands, Spain, Italy, and Cyprus. Suddenly, many countries teetered on the precipice of another depression.

As financial markets fell, the banking sector cut back on loans to businesses because failed banks obviously couldn’t make loans. Even the surviving banks were hesitant to make loans, afraid that these new loans—to households and businesses—would soon end up in default. The retrenchment of the financial sector created yet another multiplier effect, which reduced consumption and investment and shifted the labor demand curve further to the left.

**Question Answer Data Caveat**

What caused the recession of 2007–2009?

**Answer**

Real housing prices rose 90 percent from 2000 to 2006 and then fell almost completely back to their 2000 level. Falling house prices led to a collapse in the home building industry, to a sharp decline in real consumption, and to a jump in mortgage defaults. Approximately 10 million U.S. home foreclosures occurred from 2007 through 2012. The defaulting mortgages caused 400 bank failures, including the spectacular failure of the investment bank Lehman Brothers.

**Data**

Historical data on housing prices (Case/Shiller housing price index), residential investment (NIPA), foreclosure rates (Mortgage Bankers Association), and bank balance sheets (FDIC and Lehman Brothers).

**Caveat**

Many other factors also contributed to the financial crisis and it is not yet clear what the most important factors were.
Summary

All economies experience economic fluctuations—in other words, the growth rate fluctuates from year to year. During recessions, real GDP contracts and unemployment increases. On rare occasions a recession turns into a depression, like the Great Depression which started in 1929. From 1929 to 1933 real GDP declined by 26 percent, and the rate of unemployment rose from 3 percent to 25 percent.

Economic fluctuations display three key properties:

2. Limited predictability: economic fluctuations are not pendulum-like with regular up and down cycles. It is difficult to predict in advance when an economy will enter a recession and when a recession will end.
3. Persistence: when the economy is growing, it will probably keep growing the following quarter. Likewise, when the economy is contracting—when growth is negative—the economy will probably keep contracting the following quarter.

Many factors explain fluctuations in economic activity, most notably:

1. Technology shocks (the theory of real business cycles): changes in firms' productivity translate into shifts in the demand curve for labor, causing fluctuations in employment and real GDP. When the labor demand curve shifts to the left, employment and real GDP fall. When the labor demand curve shifts to the right, employment and real GDP rise.
2. Keynesian factors:
   • Changes in sentiments, including changes in expectations, uncertainty, and animal spirits, influence firm and household behavior. If a firm becomes pessimistic, the demand curve for labor shifts to the left. If a firm’s customers become pessimistic, they reduce their purchases, decreasing demand for the firm’s products and shifting the firm’s labor demand curve to the left.
   • An initial shift in the labor demand curve creates a cascading chain of events, multiplying or amplifying the impact of the initial shock. For example, when firms lay off workers in response to a shock, the laid-off workers cut their own consumption, reducing the demand for the products of other firms and leading to shifts in the labor demand curves of the other firms. Financial factors create additional multiplier effects. Defaults, bankruptcies, and declines in asset prices lead banks to scale back their lending to firms and households, generating another round of adverse shifts in the labor demand curve.
3. Monetary and financial factors: a fall in the price level is contractionary because firms face downward wage rigidities—that is, they are either unable or unwilling to cut wages. Employment declines by more than it would have with flexible wages. In addition, monetary contractions cause the real interest rate to rise, reducing investment. Finally, financial crises reduce the credit available to firms and households. All of these channels will shift the labor demand curve to the left, reducing employment and real GDP.
Multiplier effects help us understand the sharp recession of 2007–2009. Between the late 1990s and 2006, the U.S. housing market experienced a bubble. This bubble burst in 2006 and real housing prices fell by approximately 40 percent. The construction industry, which had been booming until then, began a sharp contraction. Falling housing prices, and by implication falling wealth, led households to cut their consumption. Firms, seeing the demand for their products decline, reduced their labor demand, starting a spiral of layoffs and further reductions in household consumption. The collapse in housing prices also led to mortgage defaults and foreclosures. The defaults and foreclosures generated huge losses for many banks, which either failed or sharply cut lending, further worsening the recession.

Economic booms tend to increase employment and reduce unemployment as the labor demand curve of the economy shifts to the right and the multiplier effects increase employment further. However, economic booms also have a dark side because when they reverse, the economy can sink into a recession. For this reason, some policymakers try to control and dampen economic booms, though other factors might push policymakers and politicians to fan the flames of economic booms rather than follow a prudent course of action.

**Key Terms**

- economic fluctuations or business cycles *p. 301*
- economic expansions *p. 302*
- Great Depression *p. 305*
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- Okun’s Law *p. 310*
- real business cycle theory *p. 311*
- animal spirits *p. 312*
- sentiments *p. 312*
- multipliers *p. 312*
- self-fulfilling prophecy *p. 313*
- nominal wages *p. 319*
- real wages *p. 319*

**Questions**

1. Comparing GDP growth with its trend, what do the deviations from the trend reflect? How is recession informally defined?
2. What does it mean to say that an economic fluctuation involves the co-movement of many aggregate macroeconomic variables? Name four variables that exhibit co-movement during an economic expansion.
3. The duration of an economic fluctuation is completely unpredictable. Explain whether this statement is true or false.
4. Why is only the 1929 contraction qualified as depression among all the recessions that the U.S. has experienced? How did the economic aggregates—real consumption and real investment—co-move with real GDP from 1929 to 1939?
5. How do wage flexibility and downward wage rigidity affect the extent of unemployment in the economy when the demand for labor shifts to the left?
6. What are the major sources of fluctuations identified by each of these three schools of thought—real business cycle theory, Keynesian theory, and financial and monetary theories?
7. How did John Maynard Keynes use the concepts of animal spirits and sentiments to explain economic fluctuations?
8. The concept of multipliers was one of the key elements of John Maynard Keynes’s theory of fluctuations. What is a multiplier? Explain with an example.
9. Write a general equation of Okun’s Law for a country. What growth rate of real GDP is required to keep the constant unemployment rate?
10. What are two important mechanisms that reverse the effects of a recession in a modern economy?
11. How can the 2007–2009 recession be explained?
12. Between 2000 and 2006, housing prices in the United States increased by about 90 percent. As detailed in the chapter, this increase abruptly reversed.
a. Why is the rise in housing prices between the late 1990s and 2006 characterized as a bubble by some economists?

b. How did the fall in housing prices cause the financial system in the United States to freeze up?

Select problems are available in MyEconLab for practice and instructor assignment. Problems marked with an update with real-time data.

Problems

1. Consider the data in Exhibit 12.3.

   a. List the recessions since 1929 by duration, with the longest recession first and the shortest last.

   b. List the recessions since 1929 according to decline in real GDP from peak to trough, with the greatest decline first and the smallest decline last. Note which recessions are first and second on your list from part (a) and first and third on your list from part (b). Can you think of a reason why the fall in real GDP at the end of World War II (1945; second recession on your list from part (b)) was so deep even though that recession was very short?

2. Go to http://research.stlouisfed.org/fred2/series/UNRATE, which shows the U.S. unemployment rate since 1948. Every recession during this period is shown by the gray bars on the graph.

   a. Does the behavior of the unemployment rate illustrate the principle of co-movement discussed in the chapter? Why or why not?

   b. Economic variables are sometimes divided into “leading indicators” and “lagging indicators.” Leading indicators are variables that start to change before an economic expansion or contraction. Lagging indicators change only when an expansion or contraction is well underway. Based on the graph of the unemployment rate, is unemployment a leading or lagging indicator of recessions? Explain.

3. The OECD developed the composite leading indicators (CLI) for select Asian countries. A turning-point in the business cycle within nine months is generally indicated in the CLI. The components of CLI vary among countries. Take Singapore as an example. Some of Singapore’s CLI components include industrial production index, retail sales, and construction contracts awarded. How will these variables affect the real GDP?

   a. Consider the data in Exhibit 12.3.

   a. List the recessions since 1929 by duration, with the longest recession first and the shortest last.

   b. List the recessions since 1929 according to decline in real GDP from peak to trough, with the greatest decline first and the smallest decline last. Note which recessions are first and second on your list from part (a) and first and third on your list from part (b). Can you think of a reason why the fall in real GDP at the end of World War II (1945; second recession on your list from part (b)) was so deep even though that recession was very short?

4. The issue of the Asian Business Cycle Indicators, Vol.12, August–September, 2013 can be found on the OECD’s web site. Referring to the issue, what does the latest CLI say about the economic growth of Singapore in the second half of 2013?

4. Suppose that the mythical country Moricana has a downward rigid wage. Moricana is in a recession; capacity utilization in the economy is at an all-time low, and surveys show that firms do not expect economic conditions to improve in the coming year.

   a. Firms in the country are cutting back on capital spending and investment. Use a graph to show how this would affect the labor demand curve (ignore the effects of multipliers).

   b. How would the economy move along the aggregate production function curve?

   c. Is unemployment in Moricana likely to be classified as voluntary or involuntary? Explain your answer.

5. Assuming flexible wages, in which case would the change in total employment be greater during a recession:

   Scenario 1: Workers do not increase their labor supply very much in response to an increase in the wage; or

   Scenario 2: Workers increase their labor supply substantially in response to an increase in the wage. Explain your answer fully with a graph.

6. Assume that labor supply and labor demand are described by the following equations:

   Labor Supply: \[
   L^s = 5 \times w.
   \]

   Labor Demand: \[
   L^d = 110 - 0.5 \times w.
   \]

   where \( w \) = wage expressed in dollars per hour, and \( L^s \) and \( L^d \) are expressed in millions of workers.

   a. Find the equilibrium wage and the equilibrium level of employment.

   b. Assume that there is a shock to the economy, such that the labor demand curve is now described by the equation:

   \[
   L^d = 55 - 0.5 \times w.
   \]

   If wages are flexible, what will be the new equilibrium wage and level of employment? Show your work.

   c. Now assume that wages are rigid at the level you found in part (a). What will employment be at this wage? How many workers will be unemployed?

7. In 1973, the major oil-producing nations of the world declared an oil embargo. The price of oil, a key source of energy, increased. In many countries, this led to a fall in real GDP and employment. Which of the three business cycle theories explained in the chapter—real business cycle theory, Keynesian theory, and monetary theory—would best fit this explanation of the 1973 recession?

8. The Internet boom of the 1990s has changed all of our lives and transformed the way business is conducted. During the late 1990s, the economy was described as the “best of all possible worlds” with quite high employment (and low unemployment). Explain this phenomenon using the real business cycle approach.

10. Suppose that the central bank uses expansionary monetary policy to increase employment. However, employment only increases in the short run, and returns to its initial level in the long run. Use a graph to explain this result. Assume that the wage is flexible.

11. After the subprime mortgage crisis of 2008, foreign demand for Thai goods sharply shrank. Thailand was experiencing political turmoil during this period that affected tourism (service exports), domestic consumption, and the manufacturing sectors (domestic investment). In the first half of 2009, the Thai economy contracted. In the second half of the year, the economy showed signs of recovery following the expansionary fiscal and monetary policies. The GDP for the whole year was still lower than that in 2008.

   a. Use a labor market graph to explain how Thailand was affected by the subprime mortgage crisis in the first half of 2009 and the second half of the year.
   
   b. Based on your answer to part a, explain how the Thai economy, which has flexible labor market, could fully recover to the level of real GDP in 2008 without any further government intervention. Assume price rigidity and no shift in labor supply curve.

12. The Evidence-Based Economics feature in the chapter identifies three key factors that caused the recession of 2007–2009.

   a. How would Keynes’s concept of animal spirits explain the creation of a housing bubble?
   
   b. What does the national income identity show? Explain how the recession of 2007–2009 affected the consumption and investment components of the national income identity.

13. Some economists stress the role of monetary policy in the period leading up to the recession of 2007–2009. Between 2001 and 2003, the Federal Reserve lowered the target Fed Funds rate from 6.5 percent to 1 percent and kept it there through much of 2004. This resulted in a substantial decline in real interest rates throughout the economy, including mortgage rates.

   Based on the chapter’s discussion of monetary and financial factors, explain how the Federal Reserve’s policies could have contributed to the economic “bubble” of the pre-recession years of 2000–2006.
How much does government expenditure stimulate GDP?

You are a key presidential adviser on economic policy: the chairperson of the Council of Economic Advisers (CEA). The CEA consists of three economists who advise the president and help formulate the administration’s economic policy. These experts prepare the annual *Economic Report of the President*.

Unfortunately, you happen to be in office during a severe economic downturn. The president asks you, “What would happen if the government increased spending?” How would more government expenditure—for instance, repairing highways, hiring teachers, or building schools—support an economic recovery?

This chapter studies the many ways that policymakers try to smooth out fluctuations in GDP, stimulating the economy during contractions and stepping on the brakes during periods of excessively rapid economic expansion.

**CHAPTER OUTLINE**

13.1 The Role of Countercyclical Policies in Economic Fluctuations

13.2 Countercyclical Monetary Policy

13.3 Countercyclical Fiscal Policy

13.4 Policies That Blur the Line Between Fiscal and Monetary Policy
13.1 The Role of Countercyclical Policies in Economic Fluctuations

In Chapter 12, we discussed the reasons why economic growth fluctuates. In this chapter, we focus on the government and the Fed’s efforts to reduce those fluctuations by using what are called countercyclical policies. Countercyclical policies attempt to reduce the intensity of economic fluctuations and smooth the growth rates of employment, GDP, and prices. (In this chapter, whenever we discuss GDP, we are referring to real GDP.)

During a recession, expansionary policy aims to reduce the severity of the downturn by shifting labor demand to the right and “expanding” economic activity (GDP). Similarly, contractionary policy is sometimes used to slow down the economy when it grows too fast or “overheats.”

Countercyclical policies come in two main categories:

1. **Countercyclical monetary policy**, which is conducted by the central bank (in the United States, the Fed), attempts to reduce economic fluctuations by manipulating bank reserves and interest rates.

2. **Countercyclical fiscal policy**, which is passed by the legislative branch and signed into law by the executive branch, aims to reduce economic fluctuations by manipulating government expenditures and taxes.

Though countercyclical monetary and fiscal policies work in different ways and are effective in different circumstances, they also share some common features. Countercyclical monetary and fiscal policies both work by shifting the labor demand curve. During a recession, monetary and fiscal policies are used to stimulate the economy by shifting the labor demand curve to the right. During a runaway boom, monetary and fiscal policies are used to slow the economy by shifting the labor demand curve to the left.

We plot the case of a recession in panel (a) of Exhibit 13.1 where we first study a labor market with flexible wages. Starting from a pre-recession equilibrium (point 1: Pre-recession), a shock shifts the labor demand curve to the left, reducing employment.
Exhibit 13.1 The Effect of Countercyclical Policy on the Labor Market Panel

(a) Flexible Wage Case
During a recession, the labor demand curve has shifted to the left and the equilibrium is at the point labeled 2: Trough. Countercyclical policy can partially reverse this situation by shifting the labor demand curve back to the right. With flexible wages, the equilibrium transitions from 2: Trough to 3: Partial recovery. The rightward shift in the labor demand curve translates into an increase in wages and an increase in employment (represented by the green arrow).

(b) Rigid Wage Case
During a recession, the labor demand curve has shifted to the left and the equilibrium is at the point labeled 2: Trough. Countercyclical policy can partially reverse this low-employment equilibrium by pursuing an expansionary policy that will shift the labor demand curve back to the right. With downward rigid wages, the equilibrium transitions from 2: Trough to 3: Partial recovery. Compare the gains in employment (in green) in the “flexible wage” and “rigid wage” panels of Exhibit 13.1. With downward rigid wages the gains in employment are greater, since downward wage rigidity implies that the rightward shift in the labor demand curve translates one-for-one into employment gains.

and GDP. This takes us to the point marked 2: Trough, where employment and wages are lower. Successful expansionary policy shields the economy from the full impact of the recession by shifting the labor demand curve back to the right, taking the economy to the point labeled 3: Partial recovery.

As in Chapter 12, when wages are downward rigid, the recession has more severe employment consequences. In panel (b) of Exhibit 13.1, the labor demand curve at trough is exactly the same as it was in panel (a). But the drop in employment—from 1: Pre-recession to 2: Trough—is now larger than it was in panel (a). This is because none of the leftward shift of the labor demand curve can be absorbed by a fall in wages.

Downward-rigid wages also imply that countercyclical policy is relatively more effective. We can see this in panel (b) of Exhibit 13.1, where the same countercyclical shift in the labor demand curve increases employment more than it did in panel (a). The full force of the expansionary policy impacts employment, because there is no wage response in this case. This can be seen by comparing the lengths of the green arrows shown underneath the horizontal axis, representing the employment effects of countercyclical policies in the flexible and rigid wage cases.
Just as expansionary policy reduces the severity of a recession, policymakers sometimes use contractionary policy that reduces economic growth during a boom. Why would policymakers ever intentionally adopt a policy that has the effect of reducing GDP growth and reducing the level of employment? In many situations, the negative effects on GDP and employment are a by-product of another policy goal. For example, when inflation is consistently above the Fed’s target, the Fed will raise interest rates to suppress borrowing, thereby slowing growth of the money supply and reducing the rate of inflation. The rise in interest rates will shift the labor demand curve to the left, causing employment to fall as a by-product of the Fed’s efforts to reduce inflation.

In other cases, countercyclical policy may be directly targeting economic expansion. Recall from Chapter 12 that factors such as excessively optimistic sentiments about the economy can result in an unsustainable economic expansion. Left alone, such expansions may eventually lead to a severe downturn because optimistic sentiments can implode suddenly and severely (due to multiplier effects). In some cases, contractionary policy attempts to reduce the risks of an extreme contraction by trying to cool off the economy before it overheats. Such cooling off is achieved by putting gradual leftward pressure on the labor demand curve. Contractionary policy is sometimes referred to as “leaning against the wind.”

### 13.2 Countercyclical Monetary Policy

We now discuss countercyclical policies in detail. We first focus on countercyclical monetary policy, which, as we explained in Chapter 11, is conducted by the Fed.

The Fed responds to economic contractions by adopting expansionary monetary policy, which increases the quantity of bank reserves and lowers interest rates. Let’s begin by getting a big-picture view of the impact of such policies.

The Fed influences short-term interest rates, especially the federal funds rate. Recall that the federal funds rate is the interest rate that banks use to make loans to one another, using reserves on deposit at the Federal Reserve Bank.

When the Fed wants to stimulate the economy, it lowers short-term interest rates. This, in turn, usually causes long-term interest rates to fall. Recall from Chapter 11 that the long-term interest rate is related to the long-term average of short-term interest rates.

A fall in long-term interest rates encourages households to buy more durable goods, like cars, because a lower interest rate implies a lower cost of a car loan. To satisfy an increase in household demand for durable goods, firms try to hire more workers, shifting the labor demand curve to the right. Likewise, a fall in long-term interest rates causes firms to engage in more investment in plants and equipment, like building a new factory, because a lower interest rate implies a lower cost of a commercial loan that will fund the construction project. Firms need workers to build and operate these new factories, shifting the labor demand curve to the right. In many different ways, expansionary monetary policy shifts firms’ labor demand curve to the right and increases the level of employment, as we saw in Exhibit 13.1. Exhibit 13.2 provides a bird’s-eye view of this process.

#### Exhibit 13.2 Expansionary Monetary Policy

These are the core ingredients of expansionary monetary policy. The first half of this chapter explores the various ways in which the Fed implements the top (red) box in this exhibit.
To better understand monetary policy we need to discuss how the Fed lowers short-term interest rates and expands access to credit. In essence, we need to fill in the details of the red box in Exhibit 13.2. The Fed’s most powerful tool in this process is its control of bank reserves and the federal funds rate, which we review next.

**Controlling the Federal Funds Rate**

The primary tool of monetary policy is the Fed’s control of the federal funds rate. By changing the supply of bank reserves available to private banks, which is called open market operations, the Fed influences the federal funds rate. As explained in Chapter 11, in an open market operation, the Fed transacts with private banks to increase or reduce bank reserves held at the Fed. These transactions influence the federal funds rate.

For instance, by increasing the supply of bank reserves available to private banks, the Fed decreases the federal funds rate. This mechanism is shown in Exhibit 13.3. You can see in this exhibit that a shift to the right of the supply of reserves held at the Fed drives down the federal funds rate (which is the price that a bank pays to borrow another dollar of reserves).

It helps to describe how open market operations work with a concrete example. Suppose that the Fed wants to raise bank reserves held on deposit at the Fed by $1 billion. To bring this about, the Fed finds a bank—let’s say Citibank—that is willing to sell the Fed $1 billion worth of bonds in exchange for $1 billion in bank reserves on deposit at the Fed. The Fed doesn’t use paper currency in this transaction. Instead, the Fed creates the $1 billion in bank reserves with the stroke of a computer key. Poof! The Fed has issued an IOU to the private bank. The IOU takes the form of $1 billion of reserves that the private bank holds on deposit at the Fed.

Following these open market operations, Citibank now has $1 billion more in bank reserves on deposit at the Fed and owns $1 billion less in bonds: those are the bonds that Citibank sold the Fed in this transaction. On the assets side of its balance sheet, Citibank has an extra $1 billion in bank reserves that it received in exchange for the $1 billion in bonds that are now owned by the Fed and appear on the Fed’s balance sheet. Total assets at Citibank are unchanged, though the composition of assets has tilted away from bonds and toward bank reserves. Exhibit 13.4 illustrates this change on Citibank’s balance sheet, showing how reserves on the assets side of its balance sheet increase from $100 billion to $101 billion.

The Fed’s balance sheet has also changed. The Fed’s assets now include $1 billion more in bonds—this amount represents the bonds that the Fed bought from Citibank. The Fed’s liabilities also show a corresponding increase. In particular, the Fed’s liabilities now include $1 billion more in the form of reserves—these are the reserves that the Fed electronically created and then exchanged with Citibank. Exhibit 13.5 illustrates this change on
the Fed’s balance sheet. Note that reserves held at the Fed are an asset to Citibank—which can draw on the reserves—and a liability to the Fed—which is on the hook to pay out the reserves if asked to do so.

Most of the time, the stock of reserves—including both banks’ vault cash and the reserves that banks hold at the Fed—fluctuates between $40 billion and $80 billion. During and after the 2007–2009 recession, however, the Fed drastically expanded the quantity of reserves banks held on deposit at the Fed.

Exhibit 13.6 plots this expansion. In August 2008, reserves totaled about $40 billion. You have to squint to see them, because they are hovering close to the horizontal axis. This quantity of reserves was enough to cover banks’ reserve requirements, with little left to spare. In other
Exhibit 13.6 Total Reserves on Deposit at the Federal Reserve Bank (Monthly Data from January 1959 through December 2013)

Here we see total reserves of private banks held on deposit at the Fed. Before 2008, reserves fluctuated between $40 billion and $80 billion, which was roughly the minimum amount of reserves that were required to be held—10 percent of demand deposits at large banks. In 2008, in response to the financial crisis, the Fed drastically increased the amount of reserves held at the Fed, causing total reserves to rise to $2.5 trillion by December 2013. This expansion was designed to drive down interest rates, thereby stimulating GDP.

Source: Board of Governors of the Federal Reserve System.

words, the quantity of reserves was roughly equal to the amount of reserves that banks were required to hold—for large banks, 10 percent of the demand deposits of their customers.

Over the next 5 years, the quantity of reserves exploded, exceeding $2.5 trillion. This vast expansion in reserves did not reflect an increase in required reserves, but rather an expansion of reserves far, far above the quantity that was required to be held. Reserves above and beyond the regulatory minimum are referred to as excess reserves. The Fed expanded reserves to push the federal funds rate close to 0 and to also lower long-term real interest rates. (Recall how Exhibit 13.3 showed us that a rightward shift in the supply of reserves drives down the federal funds rate.) And this reduction in interest rates is exactly what this policy achieved. In early 2007, before the 2007–2009 recession, the federal funds rate was 5.25 percent. By early 2009, it was only 0.1 percent. The federal funds rate has been kept near 0 from 2009 up to the present day (this textbook went to press in September 2014). Most forecasters expect that the Fed will reverse its policy and start to slowly raise the federal funds rate beginning in 2015.

Other Tools of the Fed

The Fed uses many tools to manipulate interest rates and affect the demand for goods, services, and labor. Like traditional open market operations, which we just discussed, most of these additional tools also work through the Fed’s supply of bank reserves. We list these other tools here, many of which will be familiar from Chapter 11.

1. **Changing the reserve requirement.** For large private banks, the current level of required reserves is 10 percent of their customers’ demand deposits. The Fed can decrease the quantity of required reserves, which shifts private banks’ demand curve for reserves to the left and decreases the federal funds rate. (Likewise, the Fed can increase the quantity of required reserves, which shifts the demand curve for reserves to the right and increases the federal funds rate.)

2. **Changing the interest rate paid on reserves deposited at the Fed.** The Fed currently pays an interest rate of 0.25 percent on reserves deposited at the Fed. The Fed can change this interest rate. A decrease in the interest rate paid on reserves shifts the demand curve for reserves to the left and decreases the federal funds rate. (An increase in the interest rate paid on reserves shifts the demand curve for reserves to the right and increases the federal funds rate.)
3. **Lending from the discount window.** The Fed can lend bank reserves through its *discount window*. For private banks, the discount window is an alternative to the federal funds market as a source of reserves. Lending from the discount window occurs most frequently during financial crises, when private banks are afraid to lend to one another in the federal funds market because they can’t be sure that they will be paid back.

4. **Quantitative easing.** The Fed can also change the way that it conducts open market operations. Rather than buying short-term Treasury bonds, which is the usual way that the Fed increases bank reserves in an open market operation, the Fed can buy *long-term* bonds instead. Purchasing long-term bonds in an open market operation pushes up the price on the long-term bonds and thereby drives down long-term interest rates. The interest rate is the (fixed) coupon that the bond pays divided by the price of the bond, so a higher bond price implies a lower interest rate. Quantitative easing occurs when the central bank creates a large quantity of bank reserves to buy long-term bonds, simultaneously increasing the quantity of bank reserves and pushing down the interest rate on long-term bonds. Quantitative easing played a key role in the huge run-up in bank reserves that occurred from 2008 to 2014.

Central banks occasionally invent even more ways of increasing the supply of credit during financial crises by creating specialized lending channels that increase lending in the credit market and thus indirectly stimulate the demand for goods, services, and labor. For example, immediately after the investment bank Lehman Brothers went bankrupt in September 2008, an even larger financial firm—the American International Group (AIG)—also suffered a cataclysmic liquidity crisis. AIG desperately needed cash because it had to make billions of dollars of immediate payments to hundreds of other financial firms, including many of the largest banks in the United States, Europe, and Asia. AIG was having trouble raising funds because investors feared that AIG was about to declare bankruptcy. The failure of AIG would have triggered a domino effect that could have crippled the global financial system. If AIG declared bankruptcy, any institutions that were owed money by AIG would not immediately receive the funds they were counting on, and some of these other firms would be unable to meet their own financial commitments, creating ripples that might cause hundreds of interconnected financial institutions to fail.

The Fed joined forces with the U.S. Treasury Department to prop up AIG by extending AIG loans, credit lines, and other guarantees for a total of nearly $200 billion. AIG eventually recovered, and the Fed and Treasury got back their money. AIG’s original shareholders were almost completely wiped out, but AIG was able to pay off its debts to other financial institutions, averting an even worse global financial meltdown.

The effectiveness of monetary policy depends on expectations about interest rates and inflation. The Fed’s key tools are countercyclical monetary policy and the conduct of open market operations. Expectations, Inflation, and Monetary Policy

The effectiveness of monetary policy depends on expectations about interest rates and inflation. Recall that the federal funds rate, which the Fed directly controls, is the annualized interest rate on overnight loans between banks. In contrast, the interest rate that is relevant for consumers’ and firms’ investment decisions—for instance, the real mortgage interest rate—is the long-term expected real interest rate:

\[
\text{Long-term expected real interest rate} = \text{Long-term nominal interest rate} - \text{Long-term expected inflation rate.}
\]

For the Fed to lower the long-term real interest rate, it has to either lower the long-term nominal interest rate or raise long-term expectations of the inflation rate (or both). To do this, the Fed can communicate that it will maintain an expansionary monetary policy, holding down the federal funds rate and propping up the inflation rate, for a long period of time.

**Expectations, Inflation, and Monetary Policy**

The effectiveness of monetary policy depends on expectations about interest rates and inflation. Recall that the federal funds rate, which the Fed directly controls, is the annualized interest rate on overnight loans between banks. In contrast, the interest rate that is relevant for consumers’ and firms’ investment decisions—for instance, the real mortgage interest rate—is the long-term expected real interest rate:

\[
\text{Long-term expected real interest rate} = \text{Long-term nominal interest rate} - \text{Long-term expected inflation rate.}
\]

For the Fed to lower the long-term real interest rate, it has to either lower the long-term nominal interest rate or raise long-term expectations of the inflation rate (or both). To do this, the Fed can communicate that it will maintain an expansionary monetary policy, holding down the federal funds rate and propping up the inflation rate, for a long period of time.

**Section 13.2 | Countercyclical Monetary Policy**
Managing Expectations

The Fed’s desire to influence long-term expectations is apparent in its monthly policy statements. In the fall of 2010, the economy was slowly recovering from the 2007–2009 recession and consequently the Fed wanted to maintain a low long-term expected real interest rate. In its September 2010 policy announcement, the Federal Open Market Committee—the committee that conducts the Fed’s open market operations—wrote that the federal funds rate would be held between 0 and 0.25 percent for “an extended period.”

In its December 2012 announcement, the Fed announced an even clearer policy rule, by linking changes in the federal funds rate to future changes in the unemployment rate and the inflation rate:

“The committee decided to keep the target range for the federal funds rate at 0 to 1/4 percent and currently anticipates that this exceptionally low range for the federal funds rate will be appropriate at least as long as:

- the unemployment rate remains above 6.5 percent,
- inflation between one and two years ahead is projected to be no more than a half percentage point above the Committee’s 2 percent longer-run goal,
- and longer-term inflation expectations continue to be well anchored.”

(Federal Open Market Committee, 12/2012)

In this statement, the Fed announced a specific policy rule, which increased the public’s ability to forecast future interest rates. In essence, the Fed announced that it planned to keep the federal funds rate close to 0 percent as long as the unemployment rate remained above 6.5 percent and inflation remained close to the Fed’s 2 percent target. At the time that this announcement was made, the unemployment rate was 7.7 percent and forecasters anticipated that it would take years for the unemployment rate to fall to the 6.5 percent threshold that the Fed set for itself. As this book goes to press (September, 2014), the unemployment rate has fallen below the 6.5 threshold, and the Fed is now actively talking about raising the federal funds rate during the next year.

Contractionary Monetary Policy: Control of Inflation

Recall from Chapter 11 that stabilizing inflation is one of the Fed’s two mandates. The Fed would like the inflation rate to hover around 2 percent per year, neither deviating far above or far below this target.

Expansionary monetary policy can put this inflation target at risk. In normal circumstances, increasing the quantity of bank reserves enables banks to make more loans. Those loans circulate through the economy and return to the banking system as deposits. Rising bank deposits increase the amount of money in the economy, since the stock of money includes customers’ bank deposits. The quantity theory of money, which we studied in Chapter 11, implies that over the long run, the inflation rate will equal the growth rate of M2 minus the growth rate of real GDP. Excessively rapid growth in M2 therefore creates a risk of high levels of inflation. We summarize these linkages in Exhibit 13.7. Countercyclical policy is useful for controlling inflation. In particular, when inflation threatens to rise substantially and persistently above the Fed’s target of 2 percent, the Fed uses contrationary monetary policy, which slows down growth in bank reserves, raises interest rates, reduces borrowing, slows down growth in the money supply, and reduces the rate of inflation.

Contractionary monetary policy is like expansionary monetary policy, but now the Fed runs everything in reverse. The Fed will shrink bank reserves—or slow their growth—to...
The Fed (plays) a countercyclical role, leaning against the prevailing economic winds.

13.2 Countercyclical Monetary Policy

raise the federal funds rate. It might also attempt to change expectations about future monetary policy, leading households and businesses to anticipate more contractionary policies in the future.

In essence, the Fed can run the engine of monetary policy either forward or backwards. During a recession, the Fed employs expansionary monetary policies to partially offset the economic contraction. During a boom, particularly one that is inflationary, the Fed employs contractionary monetary policy to reduce a rising rate of inflation. In both cases, of course, the Fed is playing a countercyclical role, leaning against the prevailing economic winds.

Though it might sound simple to run the engine of monetary policy backwards, controlling inflation is not always easy. Once prices begin rising quickly—for instance, an inflation rate of 5 percent or more—the public starts to expect a high inflation rate in the future and the central bank has a hard time regaining its reputation as an inflation fighter. Such a loss in reputation occurred during the 1970s—a decade of high and rising U.S. inflation caused in part by expansionary monetary policy. By the end of the 1970s, the Fed’s reputation as a careful steward of the monetary system was shattered. In 1979, the U.S. public expected that inflation would remain at a high level for the foreseeable future. This is when a new Fed chairman, Paul Volcker, stepped in with a sharply contractionary monetary policy. To cut inflation, he drastically slowed the growth rate of the stock of money, which raised the federal funds rate to 20 percent. This was the beginning of the 1981 recession that turned out to be one of the most severe U.S. recessions since World War II. Volcker’s recession generated a peak unemployment rate of 10.8 percent, even greater than the 10 percent peak during the 2007–2009 recession. Volcker believed that the benefits of lowering the rate of inflation offset the costs of this deep recession. Volcker managed to reclaim the Fed’s credibility for fighting inflation, and ever since, the Fed has retained its reputation for being serious about controlling the level of inflation.

With historical episodes like this in mind, central banks work hard to protect their reputation for keeping inflation at a low level—around 2 percent per year. Even the slightest hint that inflation is getting out of control might lead a central bank to end a policy of monetary expansion.

Paul Volcker sharply reduced the growth rate of the money stock in the early 1980s to reclaim the Fed’s reputation as an inflation fighter. His actions raised interest rates and started a major recession. Despite national protests against his policies, he stayed the course, and he is now viewed as one of the greatest Fed chairmen. This is one central banker you shouldn’t mess with. (He also had the odd quirk of testifying before the Senate while puffing on cigars.1)
Zero Lower Bound

Japan has experienced four recessions and a very low level of overall growth in real GDP since the early 1990s. Many observers refer to the 1990s and 2000s as “lost decades” for the Japanese economy. In response to these economic conditions, Japan’s central bank has responded by increasing the supply of bank reserves, thereby lowering Japan’s version of the federal funds rate—the interest rate for interbank loans—nearly to zero. Exhibit 13.8 plots this interbank interest rate.

When an interest rate hits zero, economists say that it has “hit the zero lower bound.” This language implies that zero is a barrier—or a boundary line—that nominal interest rates can’t cross.

To understand the zero lower bound, it is helpful to explain how bizarre a negative nominal interest rate would be if it arose. A negative interest rate would imply that a borrower would eventually repay less money than he borrowed. For example, suppose that you go to the bank to borrow $100 million for one year at a negative interest rate of 1 percent. Assuming that you can store this money—for example, under a very big mattress or in a safe deposit box—then borrowing at a −1 percent interest rate would present a great profit opportunity for you. You borrow $100 million. You store it for a year and then repay your loan by giving the bank $99 million back and pocketing the remaining $1 million.

Of course, lending money at a negative interest rate is a bad deal for banks; they would rather keep the money in their own vaults than lend it to you. At least then they would have $100 million at the end of the year rather than just the $99 million they would get from you.

Policy Mistakes

On occasion, policymakers fail to recognize what is happening in the economy. Sometimes they mistakenly adopt policies that increase the magnitude of economic fluctuations instead of policies that smooth things out.

Some economists believe that the severity of the 2007–2009 financial crisis and recession was in part caused by unduly expansionary monetary policy from 2002 to 2005. During this period, the Fed, under Chairman Alan Greenspan, lowered the federal funds rate to 1 percent, even though the economy was growing and the housing market was gripped by what we now realize was an unsustainable speculative bubble. Alan Greenspan’s unwillingness to increase the federal funds rate was in part caused by his belief at the time that unsustainable speculative bubbles are extremely rare. After the collapse in housing prices, Greenspan publicly revised his views on the frequency of asset bubbles.

Asset bubbles—like the home price bubble that peaked in 2006—do occur from time to time and are often followed by recessions. In other words, asset bubbles increase, or amplify, economic fluctuations. The Fed’s expansionary policies of 2002–2005 greased the wheels of the housing bubble and therefore played a partial role in causing the recession that followed. Sometimes central banks administer the wrong monetary medicine.

Central banks have studied this policy failure and many are now attempting to identify asset bubbles as they are forming. Some central banks, including the Bank of England, are also implementing policies that are designed to suppress asset price bubbles before they grow destructively large.
These arguments explain why banks generally won’t lend money at an interest rate that is below zero. Banks will hold onto their money rather than make loans at negative interest rates. It therefore follows that central banks can’t push nominal interest rates below zero. And that is the zero lower bound.

The zero lower bound is a problem for monetary policy when the rate of inflation is low or negative, which has also been the case in Japan since the early 1990s. Remember that households and firms make investment decisions based on the expected real interest rate. When the nominal interest rate is stuck at or just above 0 and the inflation rate is negative (also called deflation), the real interest rate will be positive. For example, a nominal interest rate of 0 and an expected inflation rate of \(-1\%\) jointly imply an expected real interest rate of

\[
\text{Nominal interest rate} - \text{Expected inflation rate} = 0\% - (-1\%) = 1\%.
\]

If the inflation rate keeps falling (further below zero), the real interest rate will rise, squelching investment and shifting the labor demand curve to the left.

When the economy is in recession or growing only slowly, the central bank usually wants to lower the real interest rate to stimulate economic growth. But what does it do when nominal interest rates can’t be lowered any further because they are already at the zero lower bound? As we discussed earlier, the central bank tries to influence expectations of future nominal interest rates and future inflation. By promising to keep nominal interest rates low for many years and promising to keep inflation at 2 percent in the long run, the central bank attempts to influence the long-term expected real rate of interest, even if the current federal funds rate is at zero and can’t be lowered any further.

Policy Trade-offs

We hope you have concluded that the job of a central banker is not easy. Monetary policymakers face many conflicting considerations. For example, the Fed would like to stimulate the economy during a recession, but the Fed does not want to risk runaway inflation. How should the Fed make this trade-off?

Many central banks set the federal funds rate in a way that is approximately described by this formula, also called a Taylor rule after economist John Taylor who first suggested it:

\[
\text{Federal funds rate} = \text{Long-run federal funds rate target} + 1.5(\text{Inflation rate} - \text{Inflation rate target}) + 0.5(\text{Output gap in percentage points}).
\]

This equation relates the federal funds rate to its long-run target (about 3.5 percent), the inflation rate, the inflation target (2 percent), and the output gap in percentage points. The output gap, which was first discussed in Chapter 5, is the difference between GDP and trend GDP divided by trend GDP:

\[
\text{Output gap} = \frac{\text{GDP} - \text{Trend GDP}}{\text{Trend GDP}}.
\]
An output gap of $-0.05$ is expressed in percentage points as $-5$ percent—in other words, the economy is 5 percent below trend. Recall from Chapter 5 that trend GDP is a smoothed version of actual GDP. You often will see the output gap expressed with trend GDP replaced by potential GDP, which represents the level of GDP that would be attained if the labor force and the capital stock were fully employed in production.

It is useful to spell out the two parts of the Taylor rule:

1. It says that the Fed raises the federal funds rate as the inflation rate rises. A greater inflation rate leads the Fed to raise the federal funds rate, thereby reducing the degree of stimulus. Specifically, the formula says that every percentage point increase in the inflation rate (for a given inflation target) will translate into a 1.5 percentage point increase in the federal funds rate.
2. The Taylor rule also says that the Fed sets a higher federal funds rate the higher the output gap. A larger output gap—in other words, a stronger economy—leads the Fed to raise the federal funds rate, thereby reducing the degree of stimulus. The formula says that every percentage point increase in the output gap will translate into a half percentage point increase in the federal funds rate.

To see the Taylor rule in action, consider the state of affairs in early 2014. Inflation was running at about 1.5 percent, and the economy was about 5 percent below its trend GDP level. Plugging these numbers into the Taylor rule (and assuming a 3.5% long-run federal funds rate target and 2% inflation rate target), the recommended level of the federal funds rate was:

\[
\text{Federal funds rate} = 3.5\% + 1.5(1.5\% - 2\%) + 0.5(-5\%) = 0.25\%.
\]

Hence, the Taylor rule predicted a federal funds rate of only 0.25 percent, far below its long-run target of 3.5 percent. In fact, the actual federal funds rate in early 2014 was 0.1 percent, not far from the level predicted by the Taylor rule.

The Taylor “rule” is really just a rule of thumb. Monetary policy is as much an art as a science—policymakers need to use their intuition and wisdom, not just a simple formula. However, the Taylor rule is a good starting point for their deliberations and a rough-and-ready summary of the trade-offs that central banks have made in the past.

### 13.3 Countercyclical Fiscal Policy

Countercyclical monetary policy, which is conducted by the central bank and aims to reduce economic fluctuations by manipulating interest rates, has been our focus so far. Countercyclical fiscal policy is the other major category of countercyclical policy. Countercyclical fiscal policy, which is passed by the legislative branch and signed into law by the executive branch, reduces economic fluctuations by manipulating government expenditures and taxes.

**Expansionary fiscal policy** uses higher government expenditure and lower taxes to increase the growth rate of real GDP.

**Contractionary fiscal policy** uses lower government expenditure and higher taxes to reduce the growth rate of real GDP.

Expansionary fiscal policy uses higher government expenditure and lower taxes to increase the growth rate of real GDP. Like expansionary monetary policy, expansionary fiscal policy shifts the labor demand curve to the right, as Exhibit 13.1 showed. Contractionary fiscal policy uses lower government expenditure and higher taxes to reduce the growth rate of real GDP. Just like contractionary monetary policy, contractionary fiscal policy shifts the labor demand curve to the left.

We now discuss the reasons that macroeconomists view fiscal policy as a useful tool for offsetting macroeconomic fluctuations. We’ll also explain some of its limitations.

### Fiscal Policy Over the Business Cycle: Automatic and Discretionary Components

Fiscal policy can be divided into automatic and discretionary components.

1. **Automatic countercyclical components** are aspects of fiscal policy that automatically partially offset economic fluctuations. These automatic countercyclical components do not require deliberate action on the part of the government. For example, tax collection falls automatically during a recession because unemployed workers don’t owe income tax. Moreover, during a recession, government expenditure automatically increases, because government transfer payments rise, including...
unemployment insurance and food stamps (otherwise known as the Supplemental Nutrition Assistance Program or SNAP). The less households earn, the more government transfers they receive.

These automatic countercyclical fiscal mechanisms are often referred to as **automatic stabilizers** because they stimulate the economy during economic contractions. Such transfers help households cope with economic hardship and are widely believed to stimulate GDP by enabling millions of households to spend more during recessions.

2. **Discretionary countercyclical components** are those aspects of the government’s fiscal policy that policymakers deliberately enact in response to economic fluctuations. In most cases, these new policies introduce a package of specific expenditure increases or temporary tax cuts to reduce economic hardship and stimulate GDP. For example, during the recession of 2007–2009 the U.S. Congress passed the Economic Stimulus Act of 2008—signed by President George W. Bush in February 2008—and the American Recovery and Reinvestment Act of 2009—signed by President Barack Obama in February 2009. The first package contained $152 billion in tax cuts, which were received by households in the spring of 2008. The second package cost $787 billion, with a third of the funding supporting new tax cuts and two-thirds of the funding supporting new government expenditure. The new spending was spread out over several years.

We illustrate the behavior of fiscal policy (combining both the automatic and discretionary components) during the 2007–2009 recession in Exhibit 13.9. The rising budget deficit—government revenue minus government expenditure—provides a summary measure of fiscal policy, because the deficit reflects rising expenditures and falling tax collection. In the fourth quarter of 2007, which was the start of the recession, the budget deficit was $416 billion (all numbers are in constant 2009 dollars). By the end of the recession in the second quarter of 2009, the budget deficit had risen to $1,603 billion. Persistent weakness in the labor market coupled with lags in spending from the 2009 American Recovery and Reinvestment Act caused the deficit to remain high following the end of the recession.

Such deficits have consequences. When the government borrows money to pay its bills, future taxpayers are implicitly responsible for paying back the government’s debts.

Exhibit 13.9 U.S. Government Accounts from 2007 to 2010 Combining Federal, State, and Local Governments (Constant 2009 Dollars)

During the 2007–2009 recession (December 2007 to June 2009, which corresponds to the shaded area), fiscal policy was implemented in two major pieces of legislation. The first act was passed in February 2008 and was principally focused on tax cuts that were paid out in the spring of 2008 (the second quarter of 2008). The second act was passed in February 2009 and included both tax cuts and spending increases. Vertical lines identify the quarter that each piece of legislation was passed.

Sources: Bureau of Economic Analysis, National Income and Product Accounts; and National Bureau of Economic Research.
The basic idea behind fiscal policy is that higher government expenditure and lower taxation play a useful role in recessions by increasing spending by households, firms, and governments.

Ultimately, the government will have to pay what it owes. Roughly speaking, the 2007–2009 recession generated $2 trillion of automatic fiscal adjustments and $1 trillion of discretionary fiscal adjustments, implying that future taxpayers will be on the hook for approximately $3 trillion of new government debt. But all of this debt was accumulated for a reason—to conduct countercyclical fiscal policy. The basic idea behind fiscal policy is that higher government expenditure and lower taxation play a useful role in recessions by increasing spending by households, firms, and governments. This increased spending translates into demand for firms’ products, which in turn increases demand for labor, shifting labor demand to the right. To the extent that some of this money goes to state and local governments, it enables them to avoid laying off state and local employees.

The remainder of the chapter explains why more government expenditure and lower taxation increases GDP. We first look at expenditure-based fiscal policy and then at taxation-based fiscal policy.

Analysis of Expenditure-Based Fiscal Policy

Let’s begin with the national income accounting identity.

\[ Y = C + I + G + X - M. \]

Here, \( Y \) is GDP, \( C \) is consumption, \( I \) is investment, \( G \) is government expenditure, \( X \) is exports, \( M \) is imports, and thus \( X - M \) is net exports. To start the analysis of fiscal policy, assume (for the moment) that changing government expenditure does not change any of the other terms on the right-hand side of the equation. Then a $1 increase in government expenditure would cause a $1 increase in GDP, \( Y \):

\[ [Y + 1] = C + I + [G + 1] + X - M. \]

If we take the change in GDP (\( Y \)) and divide it by the change in government expenditure (\( G \)), we have what is known as the government expenditure multiplier. If government expenditure rises by $1 and causes GDP to rise by $m, then the government expenditure multiplier is $m$. For example, if \( m = 1 \), then a $1 increase in government expenditure generates a $1 increase in GDP (which is the case in the previous equation). In terms of our analysis of Exhibit 13.1, if \( m = 1 \), then increased government expenditure of $1 raises the demand for firms’ goods and services and shifts the labor demand curve to the right, increasing GDP by $1.

Let’s now revisit the assumption that nothing else on the right-hand side changes. Additional government expenditure might lead to higher levels of household consumption. For example, the government’s extra expenditure might encourage additional business activity, which would raise employment and take-home pay and thereby increase household consumption. In this scenario, increased government expenditure levels are creating a multiplier effect of the sort we discussed in Chapter 12. The multiplier effect shifts firms’ labor demand curves further to the right and translates into a larger impact of government expenditure on employment and GDP.

We can illustrate this multiplier effect with the national income accounting identity. Assume that the multiplier effect raises household consumption by $1 (in addition to the original $1 increase in government expenditure). In particular:

\[ [Y + 2] = [C + 1] + I + [G + 1] + X - M. \]

In this scenario \( Y \) rises by $2—remember that the left- and right-hand sides of this equation must be equal. In this case, the government expenditure multiplier would be $2/$1 = 2. This means that GDP rises by $2 for every $1 increase in government expenditure.

Advocates of expenditure-based fiscal policy tend to believe that the government expenditure multiplier lies between 1 and 2.

Crowding Out In addition to its useful role of combating recessions as part of countercyclical fiscal policy, there is also a negative side to government expenditure. Rising government expenditures leads to more government borrowing, and such borrowing can soak up resources that would otherwise have been used by households and firms. Some
Crowding out occurs when rising government expenditure partially or even fully displaces expenditures by households and firms.

Crowding out occurs when rising government expenditure partially or even fully displaces expenditures by households and firms. In Exhibit 13.1, crowding out results in a smaller effect of countercyclical policy—in other words, crowding out implies that the labor demand curve shifts to the right less than it otherwise would.

For example, suppose that an extra $1 of government expenditure forces the government to borrow an extra $1 to pay its bills, leading $1 of private savings to switch from funding private investment to purchasing government debt. The switch occurs because the government is willing to pay whatever interest rate it takes to borrow funds, whereas private businesses tend to be more responsive to interest rate changes. As the government borrows to pay its bills, the interest rate in the credit market rises, causing a reallocation of savings from private borrowers—like households and firms—to the government. If private investment becomes too expensive for consumers and firms, it might fall by $1 when the government increases its spending by $1. In effect, the private investment is “crowded out” by the government borrowing. In this scenario, countercyclical government expenditure will not shift the firms’ labor demand curve to the right because the expansionary effect of the additional government expenditure is offset by the contractionary effect of the fall in private investment. Consequently, GDP does not increase, because the $1 increase in government expenditure crowds out $1 of private investment:

\[ Y = C + [I - 1] + [G + 1] + X - M. \]

In this case, the government expenditure multiplier is \([-1 + 1]/1 = 0\). Critics of fiscal policy emphasize the importance of crowding out and believe that the government expenditure multiplier is well below 1 and might even be close to 0.

At this point you are probably wondering which scenario is “right.” Unfortunately, we are not completely sure. Economists hold a wide range of positions on this question, and everyone in this debate has some data that partially support his or her position. Taking into account both multipliers and crowding out, the government expenditure multiplier probably lies between 0 and 1.5, depending on the state of the economy.

If the economy is already running at full steam, it is likely that additional government expenditure will substantially crowd out other kinds of economic activity. For example, if all factories are already operating at full capacity, there may be little the government can do in the short run to increase GDP. Consequently, many economists believe that the government expenditure multiplier is close to zero when the economy is already booming. But that’s not particularly relevant to the fiscal policy debate because economists don’t recommend expansionary fiscal policy when the economy is already growing rapidly.

The interesting question is what we should expect the government expenditure multiplier to be when the economy is contracting. For example, envision an economy suffering from an extreme contraction, and further assume that monetary policy has been rendered less effective because interest rates have already been lowered to zero and can’t be lowered any further—the scenario in which monetary policy has hit the zero lower bound.

This was the situation of the U.S. economy in the aftermath of the 2007–2009 recession. In a situation like this there will be substantial slack in productive resources, like factories running below capacity and significant numbers of unemployed workers. Accordingly, additional government expenditure might only weakly crowd out private consumption and investment. Additional government expenditures can then encourage the utilization of some of the idle capacity and unemployed workers. For instance, President Barack Obama’s administration assumed a government-expenditure multiplier of 1.57 when developing the American Recovery and Reinvestment Act of 2009.\(^4\) This number was close to, though slightly above, the estimates of other forecasters at that time.

Most economists endorse some additional government expenditures during a deep recession, but there is substantial debate on this issue. Critics of expansionary government expenditure believe that crowding out is strong even during recessions. Accordingly, the appropriate scale of countercyclical government expenditure remains an open policy question.

We’ll now show you how to use the government expenditure multiplier to predict the impact of expenditure-based countercyclical policy. We’ll assume that the economy is in a deep recession and that the multiplier is 1.5, approximately the top of its range. The American Recovery and Reinvestment Act of 2009 contained about $500 billion of new...
spending, but this new spending was spread out over many years. Only $120 billion occurred in 2009, implying an impact of

$$1.5 \times 120 \text{ billion} = 180 \text{ billion.}$$

Since GDP was approximately $14 trillion in 2009, a $180 billion increase in GDP amounted to an increase of about

$$\frac{180 \text{ billion}}{14 \text{ trillion}} = 1.3\%.$$ 

That might not seem like much, but 1.3 percentage points of extra growth does make a difference when talking about the growth rate of the entire U.S. economy. For example, in 2009 real GDP fell by 2.8 percent. A multiplier of 1.5 implies that the economy would have fallen by 4.1 percent without the impact of the new government expenditures in the American Recovery and Reinvestment Act of 2009.

Analysis of Taxation-Based Fiscal Policy

So far, we’ve been discussing the use of government expenditure to partially offset an economic contraction. Expansionary fiscal policy can also be implemented by cutting taxes. Let’s therefore switch gears and assume that the government gives households a $1 tax cut. To illustrate ideas, let’s start with the extreme assumption that consumers spend every penny of the tax cut, raising consumption \((C)\) by $1, but nothing else changes on the right-hand side of the national income accounting identity. Then GDP would rise by $1 and the government taxation multiplier would be \(1/1 = 1\):

\[
Y + 1 = C + I + G + X - M.
\]

But a $1 tax cut need not increase GDP by $1. If it increases it by $m, the government taxation multiplier would be \(m/1 = m\).

For instance, there are many reasons why a $1 tax cut might have an impact that is even greater than $1. The rise in consumption might have multiplier effects, causing a domino effect of rising consumption, rising firm revenues, rising firm hiring, rising household income, and yet more consumption. In addition, a cut in the income tax might lead workers to supply more labor because their after-tax wages will have risen (though this effect is estimated to be small in magnitude). In Exhibit 13.1, this would shift the labor supply curve to the right. With these kinds of mechanisms in mind, suppose that a $1 decrease in taxation leads to a $2 increase in households’ incomes and a $2 increase in consumption. Suppose that nothing else changes on the right-hand side of the accounting identity. In this case, GDP \((Y)\) would rise by $2, so the government taxation multiplier would be \(2/1 = 2\).

\[
Y + 2 = C + I + G + X - M.
\]

On the other hand, tax cuts might generate crowding out of the sort that we described before. As consumers try to spend more, resources that would have previously gone to investment might now be redirected to consumption. For instance, a car company might shift from manufacturing rental cars (an investment for Hertz and Avis) toward manufacturing cars that households buy:

\[
Y + 1 = C + I - 1 + G + X - M.
\]

Likewise, as consumers try to spend more, the extra goods might be provided by an increase in imports, lowering net exports. If imports rise by $1, then net exports will fall by $1, so the national income accounting identity becomes:

\[
Y + 1 = C + I + G + X - [M + 1].
\]

If crowding-out effects are large, the government taxation multiplier will be significantly reduced. In the last two examples that we have discussed, the government taxation multiplier would be \((2 - 1)/1 = 1\).

Critics of using tax policy to manage short-run economic contractions point out that optimizing consumers might not actually spend much of their tax cut right away. In other words, critics worry that consumption might not rise very much as a result of a tax cut. Why might households hold back on spending their tax cuts? There are at least two reasons.

1. If consumption offers diminishing returns—a fifth slice of pizza might not taste as good as the fourth slice—consumers might try to smooth their consumption by
spreading the “extra” spending over the long term rather than consuming the proceeds of a tax cut all at once.

2. Consumers might recognize that the government will have to raise taxes in the future to pay for the current tax cut. Because of this anticipated future tax hike, they may decide that a current tax cut should be saved so that they will be in a position to pay these higher taxes in the future.

The tendency to save the tax cut will be particularly pronounced among wealthy consumers who don’t have an urgent reason to consume the tax cut right away. In summary, if some consumers save some or even all of a tax cut, cutting taxes will have only a small effect on consumption, and the government taxation multiplier will be small.

Economists believe that the government taxation multiplier is between 0 and 2. The administration of President Barack Obama assumed a government-taxation multiplier of 0.99 when developing the American Recovery and Reinvestment Act of 2009. The act created total tax cuts of about $300 billion, but only $65 billion of those cuts took effect in 2009. Assuming a government-taxation multiplier of 1, these tax cuts raised 2009 GDP by about $65 billion, representing about 0.5 percent of GDP in 2009.

We can therefore calculate the total impact of the American Recovery and Reinvestment Act of 2009, if the government’s estimates of multipliers were correct. Expenditures raised GDP by 1.3 percent (see calculations above) and tax cuts raised GDP by 0.5 percent.

Hence, the act raised 2009 GDP by

\[ 1.3\% + 0.5\% = 1.8\%. \]

Actual growth in real GDP was \(-2.8\%\) from 2008 to 2009. If the act raised GDP by 1.8 percent, then without the act, growth in real GDP would have been

\[ -2.8\% - 1.8\% = -4.6\%. \]

Viewed this way, the act had a considerable impact on GDP growth.

**Fiscal Policies that Directly Target the Labor Market**

There are a few specific fiscal policies that are directly targeted at the labor market. For example, in the midst of recessions, when many workers have lost their jobs and are unemployed, governments enact policies to lessen the terrible personal toll of joblessness. In the United States, the government extends eligibility for unemployment insurance from 26 to 52 weeks and, in some severe downturns, even to 99 weeks.

More generous eligibility rules have complex effects on the labor market. Lengthening eligibility reduces the hardships that unemployed workers suffer and gives them more time to find a job that is a good fit for their skills, but lengthened eligibility also partially reduces the incentive for unemployed workers to find new jobs. This shifts the labor supply curve to the left, which, holding all else equal, reduces employment.

However, by increasing the incomes of unemployed workers, lengthened eligibility supports household spending and thus limits the negative multiplier effects that result from falling employment. Hence, lengthened eligibility increases household consumption and this effect shifts the labor demand curve to the right.

Adding up the different considerations, the extension of unemployment benefits probably is good policy, but this is due to the suffering that it alleviates and not its effect on GDP. Because of the multiple effects with opposing implications for employment, lengthening eligibility is likely to have only a limited effect on total employment or GDP.

During recessions another type of fiscal policy reduces unemployment by subsidizing wages and thereby encouraging job creation. Such subsidies might be justified when unemployment remains high for a long period of time—for instance, this was the case during the Great Depression. Wage subsidies might also be justified when traditional monetary and fiscal policy have only limited success in combating unemployment. The last three U.S. recessions have been followed by “jobless recoveries,” meaning that the rate of employment growth after these recessions, although positive, has been lower than after earlier recessions.

We show the effect of a subsidy on labor demand and job creation in Exhibit 13.10. With a $1 subsidy received by employers, a wage of $10 per hour would cost employers only $9 per hour. So the subsidy shifts the labor demand curve right by just enough to create a $1 vertical gap between the old and new labor demand curves (drop a vertical line from one
curve to the other to see the $1 gap). An employer who is willing to pay $9 for a worker without the subsidy is willing to pay $10 for that worker once the $1 government subsidy is in effect. Wage subsidies have been used commonly by European governments since the 1990s when their economies were also beset by jobless recoveries.

Policy Waste and Policy Lags

Though the government typically funds socially valuable projects as part of countercyclical fiscal policy, government waste is often a problem. The government frequently funds pork barrel spending, which is the (derogatory) name given to inefficient public spending that politicians value because it increases their popularity with their constituents. For example, a senator has an incentive to obtain federal funding for an infrastructure project in his or her home state, even if the project is expensive and unnecessary, such as a bridge to nowhere. Since the home state residents only pay approximately 1/50th of the cost of the project (through their federal taxes) but get most of the benefits, they are happy to see it built, and the project improves the senator’s in-state popularity. In this sense, the senator is personally optimizing when obtaining federal funding for almost any in-state project, even those with total social costs that exceed their total social benefits.

The efficiency of public expenditures further deteriorates when hundreds of billions of dollars of new government expenditures need to be spent quickly. The urgency makes it harder to identify and efficiently implement the projects that are socially beneficial. In addition, many of the projects with the highest social return have been funded already, raising the chance that a new project won’t be socially desirable. Finally, politics and special interests sometimes get in the way, increasing the chances that wasteful projects with negative social value get funded.

Another important determinant of the effectiveness of expenditure-based policies is the lag in implementation. Most spending projects are slow out of the starting gate. It takes a long time to build a bridge, a highway, or a school. Plans have to be drawn up. The local community has to be consulted. The relevant zoning boards need to mull over the proposals, request changes, and then evaluate the amended plans. Environmental impact studies have to be conducted. Contractors have to be hired. And only then, construction begins.

For example, when the most recent recession officially ended in June 2009, practically none of the $230 billion in infrastructure spending legislated in the American Recovery and Reinvestment Act of (February) 2009 had yet been spent. In June 2010—almost a full year after the recession was over—only a quarter of the infrastructure budget had been
The “Bridge to Nowhere” was a $398 million project to build a road to Gravina Island, Alaska, which has 50 residents and is served by a ferry. After generating a national protest over pork barrel spending, the bridge was cancelled.

Many of the largest infrastructure projects hadn’t spent a penny one full year after the end of the recession. Lags like these raise the concern that by the time many of the projects are implemented, the economy might already be past the point where these projects would have been most useful.

In contrast, taxation-based fiscal policy can sometimes advance more quickly, for example because it doesn’t take the Treasury Department long to mail every household a check. Taxation-based policies also have the advantage that the additional spending is done by households themselves so that the money is spent on goods and services that they value. (Government expenditure also ultimately puts money in households’ pockets, but in the process it may lead to the implementation of projects of negative social value.)

Despite these concerns, expenditure-based policies are still a very useful part of countercyclical strategies. Several expenditure-based policies are not plagued by waste and lags. For example, most economists endorse federal transfers that enable state and local governments to reduce layoffs of teachers, firefighters, and police during recessions. Such countercyclical transfers from the federal government to the states are particularly useful because many states have balanced-budget rules that prevent them from borrowing during a recession. Without federal transfers, states would be forced to lay off many public employees, reducing public services and deepening the recession.

Likewise, most economists endorse infrastructure projects—like repairs to bridges and highways—that have already passed rigorous cost-benefit analysis. Such projects are said to be “shovel ready.”

Evidence-Based Economics

Q: How much does government expenditure stimulate GDP?

On December 7, 1941, bombers from six Japanese aircraft carriers attacked the U.S. Pacific fleet. The bombers destroyed or damaged 8 battleships, numerous other ships, and 188 aircraft. The attack on Pearl Harbor catapulted the United States into World War II.

The attack also initiated an enormous increase in war-related spending, including the rebuilding and expansion of the Pacific fleet. A few months before the attack, when the United States was not yet a combatant, analysts forecast that preparations for a possible war would cost the United States about $100 billion (1941 dollars). Immediately after the attack, estimates for war-related spending rose to $200 billion. The economic magnitude of these numbers is revealed by comparing this war spending to 1941 GDP, which was $129.4 billion.

Though terrible, wars and the expenditures they trigger can be used to identify the economic effects of government expenditure, as economist Valerie Ramey has shown. She studied 63 years of news articles to identify foreign events that caused a change in U.S. government expenditure. Ramey’s data includes many war-related events—like the attack on Pearl Harbor—as well as other events like the surprise launch in 1957 of the Soviet satellite Sputnik, the first Earth-orbiting satellite, that sparked the space race between the United States and the Soviet Union. Ramey estimated that the launch of Sputnik led to an expansion of $10.3 billion (1957 dollars) in the U.S. government’s space program.
The 1957 launch of Sputnik, the first Earth-orbiting satellite, kicked off a space race between the United States and the Soviet Union.

Surprising foreign events that change government expenditure present us with a natural experiment—recall the discussion of natural experiments in Chapter 2. In Ramey’s study, a foreign shock causes the government to spend more for reasons unrelated to the state of the economy. She then compared the growth of GDP after these large random spending shocks to the growth of GDP in periods that did not experience such shocks.

Using such comparisons, Ramey estimated a government expenditure multiplier between 0.6 and 1.2. In other words, when the government raises expenditure by $1 (because of a surprising foreign event), GDP increases by an amount between $0.60 and $1.2. The range of possible values is large because we don’t have enough historical data to pin down a more precise answer.
13.4 Policies That Blur the Line Between Fiscal and Monetary Policy

Some countercyclical policies represent a mix of fiscal and monetary effects. For example, some government expenditures are intended to affect the supply of credit.

The 2008 Troubled Asset Relief Program (TARP) is an example of such a mixed policy. At the peak of the 2007–2009 financial crisis, the U.S. Congress passed emergency legislation authorizing the Treasury Department to spend $700 billion to stabilize the financial system. The Treasury Department is a government agency that resides in the executive branch and therefore is not part of the Fed. Nevertheless, the TARP legislation was developed jointly by Fed and Treasury officials and the legislation required that the Fed chairman be consulted during TARP’s implementation.

Of the $700 billion in TARP funds, $115 billion was used to increase the capital of the eight largest U.S. banks, which were all forced to participate. In essence, the banks were required to issue new shares that the government bought. Some of the banks didn’t like this plan, since the government became a partial owner. In addition, all eight banks were obligated to limit the compensation of their senior executives. An additional $135 billion was used to increase the capital of smaller banks that applied for TARP support.

These bank capital infusions—totaling $250 billion—gave the participating banks breathing room, and the financial system as a whole stabilized. The financial system came back from the brink of a devastating financial contagion in which banks were falling like dominos, each failure instigating other failures as banks couldn’t repay their debts to one another. TARP funding is now viewed as a successful policy, though there remain questions about whether it played a causal role in rescuing the economy or simply appeared to be successful because of coincidental timing.

The bank capital infusions ended up costing the government little, since the government was repaid after the crisis had passed. In fact, the government made a small profit from its TARP investments in the banks. However, there were many government programs other than TARP that benefited banks, so banks were net recipients of government support.

You might be wondering about the $450 billion of TARP funding that was not used to buy bank shares. Dozens of other programs were funded by TARP, including investments in the bankrupt car companies General Motors and Chrysler and the nearly bankrupt insurance company AIG. When the dust settled, the government was able to recoup most of its investment, and the government’s support prevented these important companies from shutting down their operations at the peak of the crisis. Such shutdowns would have aggravated the crisis, leading to an even deeper recession.

We do not know what would have happened without TARP and the other countercyclical fiscal and monetary policies that were adopted during the financial crisis. It would be convenient if we could set up numerous identical economies to study macroeconomic policy interventions, just like a laboratory scientist would do. In one economy, we would include TARP. In another otherwise identical economy, we would not. We could then see which economy had better performance. Because economists can’t run experiments like that, we are stuck with making judgments based on less than perfect data and models of economic behavior. Though most economists think that TARP was a success, it is impossible to be sure.
Summary

Countercyclical policies attempt to reduce the intensity of economic fluctuations and smooth the growth rates of employment, GDP, and prices.

Countercyclical monetary policy, which is conducted by the central bank (in the United States, the Fed), attempts to reduce economic fluctuations by manipulating bank reserves and interest rates.

Open market operations refer to the Fed’s transactions with private banks to increase or reduce bank reserves held on deposit at the Fed. Open market operations influence the federal funds rate—an increase in the supply of bank reserves lowers the federal funds rate, holding all else equal.

Expansionary monetary policy increases the quantity of bank reserves and lowers interest rates, shifting the labor demand curve to the right and increasing the growth rate of GDP.

Contractionary monetary policy slows down the growth in bank reserves and increases interest rates, shifting the labor demand curve to the left and reducing the growth rate of GDP. Contractionary monetary policy is used when inflation is rising above the Fed’s long-run target of 2 percent or when the economy is growing excessively quickly.

Countercyclical fiscal policy, which is passed by the legislative branch and signed into law by the executive branch, reduces economic fluctuations by manipulating government expenditures and taxes.

Countercyclical fiscal policies might be automatic or discretionary. Automatic stabilizers are components of the government budget, like taxes owed, that automatically adjust to smooth out economic fluctuations.

Expansionary fiscal policy uses higher government expenditure and lower taxes to increase GDP, shifting the labor demand curve to the right. Crowding out occurs when rising government expenditure partially (or even fully) displaces expenditures by households and firms.

Contractionary fiscal policy uses lower government expenditure and higher taxes to reduce GDP, shifting the labor demand curve to the left.

Some policies, like the 2008 Troubled Asset Relief Program (TARP), blur the line between monetary policy and fiscal policy.
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Questions

Select questions are available in MyEconLab for practice and instructor assignment.

1. What are the tools used by the government and the central bank in their conduct of fiscal and monetary policies?
2. How do expansionary policies differ from contractionary policies?
3. Briefly explain how expansionary monetary policy shifts the labor demand curve to the right.
4. What is quantitative easing? Why do central banks undertake quantitative easing programs?
5. What do countercyclical policies mean? During an economic boom, what countercyclical fiscal and monetary policies are used?
7. Briefly explain how an increase in the quantity of reserves that commercial banks hold at the Federal Reserve could lead to inflation.
8. How does the zero lower bound on interest rates affect the working of monetary policy?
9. Given the zero nominal interest rate, if people are expecting deflation, what is the effect on the labor demand curve?
10. What does the Taylor rule state?
11. According to the Taylor rule, when should the Federal Reserve lower or raise the federal funds rate?
12. What are the automatic and discretionary components of fiscal policy?
13. How can expansionary expenditure-based fiscal policy lead to crowding out in the economy?
14. Explain why an increase in government expenditure could lead to a more-than-proportionate or a less-than-proportionate increase in output.
15. Why is the Troubled Asset Relief Program (TARP) considered an example of a countercyclical policy that represents a mix of fiscal and monetary effects?

Problems

Select problems are available in MyEconLab for practice and instructor assignment.

1. The former chairman of the Federal Reserve, Alan Greenspan, used the term “irrational exuberance” in 1996 to describe the high levels of optimism among stock market investors at the time. Stock market indexes such as the S&P Composite Price Index were at an all-time high. Some commentators believed that the Fed should intervene to slow the expansion of the economy. Why would central banks want to clamp down when the economy is growing? What policies could the government and the central bank use to achieve the goal of slowing down the economic expansion?
2. The following figures show the balance sheet of the central bank of Freeha (Bank of Freeha, or BOF) as well as the balance sheet of a commercial bank, ABC Bank. Now the economy has two consecutive quarters of negative real GDP growth. BOF decides to buy $100 billion government bonds from ABC Bank. Is this a countercyclical or a procyclical policy? Explain your answer with the following balance sheets and the demand and supply curves of reserves.

<table>
<thead>
<tr>
<th>Bank of Freeha</th>
<th>Liabilities and Shareholders’ Equity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assets</td>
<td>Liabilities and Shareholders’ Equity</td>
</tr>
<tr>
<td>Treasury Bonds</td>
<td>$1,600 billion</td>
</tr>
<tr>
<td>Other bonds</td>
<td>$500 billion</td>
</tr>
<tr>
<td>Total assets</td>
<td>$2,100 billion</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ABC Bank</th>
<th>Liabilities and Shareholders’ Equity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assets</td>
<td>Liabilities and Shareholders’ Equity</td>
</tr>
<tr>
<td>Reserves</td>
<td>$300 billion</td>
</tr>
<tr>
<td>Bonds and other investments</td>
<td>$700 billion</td>
</tr>
<tr>
<td>Total assets</td>
<td>$1,000 billion</td>
</tr>
</tbody>
</table>
3. To reduce the hardships that the unemployed workers suffer, a government decides to improve unemployment benefits, such as extending eligibility for unemployment insurance. Would you say it is a good or a bad policy, and why? Explain your answer with the aid of a labor market graph.

4. You and a friend are debating the merits of using monetary policy during a severe recession. Your friend says that the central bank needs to lower interest rates all the way down to zero. According to him, zero nominal interest rates will boost lending and investment; consumers and firms will surely borrow and spend when interest rates are zero. Would you agree with his reasoning? How does the level of inflation affect your answer? Explain your conclusions.

5. In the following graph, the dashed line shows what the federal funds rate should have been according to the Taylor rule against the actual federal funds rate. At a symposium of central bankers in 2007, John Taylor, after whom the Taylor rule is named, suggested that if the Fed had been following the Taylor rule, the federal funds rate would have been increasing in 2002 and not falling.

What is likely to happen if the Fed reduces the federal funds rate when it actually should be increasing it?

6. The table shows country Peaca's output gap of the total economy, which is defined as deviation of actual GDP from potential GDP as a percent of potential GDP. The central bank set inflation target around 3.5 percent between 2010 and 2014. The short-term interest rate here is equivalent to the Fed funds rate.

<table>
<thead>
<tr>
<th>Year</th>
<th>Output gap of the total economy (%)</th>
<th>Short-term interest rate (%)</th>
<th>Inflation rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>1.40</td>
<td>5.49</td>
<td>4.67</td>
</tr>
<tr>
<td>2011</td>
<td>−1.45</td>
<td>2.63</td>
<td>2.76</td>
</tr>
<tr>
<td>2012</td>
<td>1.21</td>
<td>2.67</td>
<td>2.94</td>
</tr>
<tr>
<td>2013</td>
<td>1.15</td>
<td>3.44</td>
<td>4.03</td>
</tr>
<tr>
<td>2014</td>
<td>−0.16</td>
<td>3.30</td>
<td>2.19</td>
</tr>
</tbody>
</table>

7. Two economists estimate the government expenditure multiplier and come up with different results. One estimates the multiplier at 0.75, while the other comes up with an estimate of 1.25.

a. What do these different estimates imply about the consequences of government expenditure?

b. If the current value of GDP is $13.28 trillion and the government is planning to increase spending by $800 billion, what is the percentage increase in GDP for each of the two estimates for the multiplier? Assume the increase in spending occurs all in one year.

8. In 2005, $320 million of the federal government’s budget was allocated toward building a “bridge to nowhere” in Alaska that connected two small towns. In 2006, $500,000 was allocated toward a teapot museum in North Carolina, $1 million toward a water-free urinal initiative in Michigan, and $4.5 million toward a museum and park at an abandoned mine in Maine. These projects were requested by specific legislators in order to boost their popularity in their constituencies.

a. What is this type of expenditure called?

b. Since government spending increases employment by shifting the labor demand curve to the right, is it always a good idea for the government to increase expenditure? Explain your answer.

9. Milton Friedman, the renowned monetary economist, gave the following analogy about the Fed: “Imagine your house is being heated by a heater. The heater is controlled by a thermostat. The way it’s set up, when the house gets a
lil too warm, the thermostat turns off the heater; if it gets
too cold, the thermostat turns the heater back on. If every-
ting works as planned, the room temperature in the house
should roughly be the targeted temperature all the time.

Now suppose the thermostat is not in the same room
as the heater. In fact, it’s in the last room that is affected
by the heater. Say, the attic. And the radiators through
which the heater works are really old, and it takes them
at least twenty minutes to react. Then, instead of making
the temperature more stable, the thermostat would make
the temperature swing wildly. For example, if the house
is cold, then the thermostat will turn the heater on. But it
will turn the heater off only when the attic is warm. By
then, the entire house will be scorching hot. When it turns
the heater off, it will not turn it back on until the attic is
cooler. By then, the house will be freezing.”

(In this analogy, the thermostat is the Fed; the house is
the entire economy.)

a. What do you think Milton Friedman was trying to
say about monetary policy? (Hint: You do not need to
draw any graphs for this question.)

b. As in the thermostat analogy, what might be some pos-
sible unintended consequences of monetary policy?
Might there be a similar effect for fiscal policy? If yes,
how does it differ from monetary policy?

10. Based on the information in the chapter, discuss the ways
in which the 2008 Troubled Asset Relief Program (TARP)
had some of the characteristics of monetary policy, and
some of the characteristics of fiscal policy.

11. Challenge Problem. The chapter mentions that an open
market operation by the Fed can increase or decrease the
quantity of deposits in banks and therefore the money
supply. (See, for example, Exhibit 13.8.)

The expansion in the money supply from a Fed
open market operation is given by the following equa-
tion (under the simplifying assumption that households
don’t hold cash so the money supply is equal to demand
deposits):

\[
\text{Change in money supply} = \left(\text{Change in reserves}\right) \times \frac{1}{RR + ER},
\]

where \( RR \) = the percentage of deposits that banks are
required to keep as reserves (expressed as a decimal), and
\( ER \) = the percentage of deposits that banks voluntarily
hold as excess reserves (expressed as a decimal).

\( 1/(RR + ER) \) is called the “money multiplier.”

Suppose the Fed decides to sell $14 billion in Treasury
bonds. Assume that the reserve requirement is 8 percent
and banks hold 4 percent in excess reserves, so \( RR = 0.08 \)
and \( ER = 0.04 \).

What is the total increase or decrease in the money
supply that would result from the Fed’s action? Explain
your answer and show your calculations. Verify that the
quantity of new deposits (which is the change in the
money supply in this example) is backed up by an ade-
quate quantity of new reserves:

\[
( RR + ER ) \times (\text{Change in deposits}) = (\text{Change in}
\text{reserves}).
\]

12. Challenge Problem. Assume that the public in the small
country of Sylvania does not hold any cash. Commercial
banks, however, hold 5 percent of their checking deposits
as excess reserves, regardless of the interest rate. In the
questions that follow, use the “money multiplier” equa-
tion from Problem 11.

a. Consider the balance sheet of one of several identical
banks:

<table>
<thead>
<tr>
<th>Assets</th>
<th>Liabilities &amp; Net Worth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reserves $400</td>
<td>Checking Deposits $2,000</td>
</tr>
<tr>
<td>Loans $1,600</td>
<td>Net Worth $0</td>
</tr>
</tbody>
</table>

What is the required reserve ratio in the country of
Sylvania?

b. If the total money stock (supply) is $100,000, find the
total amount of reserves held in the banking system.
Show your work.

c. The Sylvania Central Bank decides that it wants to
cut the money stock in half. It is considering an open
market operation. How many dollars’ worth of bonds
should the Central Bank buy or sell? Assume that ex-
cess reserves are 5 percent and the required reserve
ratio is what you found in part (a). Show your work.
Are companies like Nike harming workers in Vietnam?

Consumers love sneakers. Nike alone sells approximately $15 billion of them each year. Nike conducts much of its production in places like Vietnam, using subcontractors that employ workers with little education who are paid around $4–$5 per day. Some subcontractors even employ children, although it is illegal to do so and Nike officially bans such practices. Employees in many of these factories put in 60-hour work weeks with working conditions that do not come close to meeting U.S. and European safety standards. Critics denounce such sweatshops and student groups have occasionally advocated boycotts of Nike products. Prodded by these protestors, Nike has tried to clean up its act. Even though the Nike subcontractors still pay very little, the factories have become much safer over the past 20 years.

This situation is just the tip of the iceberg of low wages and poor working conditions throughout parts of the interconnected global economy. U.S. consumers are some of the beneficiaries of this trade. Are consumers to blame for buying sneakers manufactured in sweatshops?
International trade enables countries to focus on activities in which they have a comparative advantage.

The current account includes international flows from exports, imports, factor payments, and transfers.

If a country runs a current account deficit, it pays for this by giving its trading partners financial IOUs. If a country runs a current account surplus, it receives financial IOUs from its trading partners.

The world has become more globalized over the past several decades.

14.1 Why and How We Trade

Trade, both within and between countries, enhances our quality of life by increasing the efficiency of production. In modern economies, goods and services are produced by individuals who specialize in their production. For example, your professor spent years mastering economics. Similarly, the engineers who work for Apple have extensive training in their particular line of work.

An Apple engineer can’t produce insightful economics research or teach an economics course. Likewise, an economics professor can’t design a miniaturized circuit board and a high throughput factory to manufacture it. In a market system, people choose occupations that suit their talents and interests. Then they develop specialized skills in their chosen industry and trade with others. Trade exploits gains from specialization, which are the economic gains that society obtains by having some workers specialize in specific productive activities.

Specialization won’t work without trade. Economics professors can’t eat economic ideas or live in them. Economists teach, and then get paid with money, and then use the money to buy food and shelter. Apple engineers love the iPhone, but they can’t sleep on it or drive it to work. Engineers get paid so they can buy what they want.

Without opportunities for trade, life is bleak. If your economics professor were stranded on an island, he or she would have no students to teach and no policymakers to advise. The professor would have little or no way to put economic knowledge to use. Despite all of that knowledge, day-to-day life would resemble that of a Stone Age hunter-gatherer.

Absolute Advantage and Comparative Advantage

To gain a deeper understanding of how trade works, consider the late Steve Jobs, the visionary chief executive officer (CEO) of Apple. Jobs was famous for being a great marketer and a brilliant designer.

Because of his knowledge of and love for Apple products, Jobs was a much better salesperson than most of Apple’s employees. To illustrate this point, let’s assume that Jobs could sell twice as many computers (per time period) compared to the typical Apple storeclerk. In this sense, Jobs had an absolute advantage at selling...
A producer has an absolute advantage in producing a good or service if the producer can produce more units per hour than other producers.

Of course, selling computers isn’t the only skill that Jobs had. As CEO, he designed revolutionary new products. Relative to a typical salesclerk, Jobs was a superstar designer. Let’s assume that if Jobs allocated his time to design, he would generate 1,000 design ideas per year. If a typical salesclerk worked on design, he would generate only one design idea per year.

Let’s give the typical Apple salesclerk a name: Chuck Chores. Exhibit 14.1 reports the estimated productivity of Jobs in the first column of data and the estimated productivity of Chores in the final column.

By looking across the rows of Exhibit 14.1, we see that Jobs has an absolute advantage in both tasks: Jobs was capable of producing twice as many sales per year (relative to Chores) and Jobs was capable of producing 1,000 times as many useful design ideas per year (relative to Chores). Which task should Apple have asked him to do?

To answer this question, let’s calculate the opportunity cost per unit of production or, more precisely, the opportunity cost of a design idea in terms of forgone sales. This calculation will answer the following question: how many sales are given up to produce a design idea? A worker has a comparative advantage in design when the opportunity cost of the worker’s design idea is lower than the opportunity cost of other workers’ design ideas. More generally, a worker has a comparative advantage in producing a good (or service) when he has a lower opportunity cost per unit produced compared to other producers.

Exhibit 14.1 implies that Steve Jobs forgoes 2,000 sales for every 1,000 design ideas that he generates, or 2,000/1,000 = 2 forgone sales per design idea. On the other hand, Chuck Chores forgoes 1,000 sales for every design idea that he generates.

With that calculation in mind, we can determine how production should be optimally organized. Apple can produce design ideas by allocating Jobs to design, with an opportunity cost of 2 forgone sales per design idea. Or Apple can produce design ideas from Chores with an opportunity cost of 1,000 forgone sales per design idea. Since Jobs has a lower opportunity cost for each design idea (2 forgone sales for Jobs versus 1,000 forgone sales for Chores), Jobs has a comparative advantage in design ideas. Hence, Apple should allocate Jobs to work on design and Chores to work on sales (as long as it needs both types of activities).

You can verify that the same conclusion would have been reached if we calculated the opportunity cost of a sale in terms of forgone design ideas. Using Exhibit 14.1, we find that Jobs forgoes 1,000 design ideas for every 2,000 sales. Because 1,000/2,000 = ½, Jobs has an opportunity cost of ½ forgone design idea per sale. Chores forgoes 1 design idea for every 1,000 sales, so Chores has an opportunity cost of 1/1,000 forgone design idea per sale. Because Chores has the lower opportunity cost per sale, he should be the one doing sales and Jobs should work on design.

Comparative advantage is the idea that opportunity cost, not absolute advantage, should be used to determine which producer is assigned to which task. Just relying on absolute advantage would not have been sufficient for Apple to determine whether Jobs should work in design or in sales: Jobs has an absolute advantage in working as a salesclerk and he has an absolute advantage in working as a designer.

Until now, we have assumed that the work allocation decision is being made by Apple. Although such decisions are sometimes made by corporations, in practice they are often the result of choices that individuals make for themselves. Jobs himself decided to found Apple and work as a designer, while many individuals such as Chores apply to become salesclerks, not designers. Why is this?

The career choices that individuals make are also a consequence of comparative advantage, but, in this case, the key economic signals are market prices. In fact, one of the
powerful implications of comparative advantage is that market prices will induce individuals to choose occupations and activities that line up with their comparative advantage.

To see this, suppose that Jobs and Chores sell their skills in a competitive labor market in which their wages are equal to their (personal) contribution to value added (recall from Chapter 5 that value added is defined as a firm’s sales revenue minus the firm’s purchases of intermediate products from other firms). To simplify the analysis, suppose that the economy consists only of workers like Jobs and Chores and that the economy needs both design and sales functions to be performed. We will now see that equilibrium prices must be such that workers with productivity similar to Jobs will choose to work in design and those with productivity similar to Chores will choose to work in sales.

Let’s start by assuming that the prices in this economy are such that the value added from each computer sale is $50 and the value added from each design idea is also $50. If you multiply output in Exhibit 14.1 by value added per task, you’ll generate the results in panel (a) of Exhibit 14.2. These numbers imply that both Jobs and Chores will maximize their own wages if they work in sales: $100,000 for Jobs in sales versus $50,000 for Jobs in design; $50,000 for Chores in sales versus $50 for Chores in design. Hence, workers like Jobs and workers like Chores will both work in sales. But this cannot be a market equilibrium because the economy needs both functions—design and sales—to be performed. If everyone is working in sales, there will be no design ideas in this economy, pushing the value added from design much higher than $50 (there would be a shortage of design, raising the relative wages of designers).

What happens if market prices for design become much higher so that value added from each design idea now shoots up to $100,000 (holding fixed value added from sales at $50)? The resulting wages are shown in panel (b) of Exhibit 14.2. Now we have a situation in which both Jobs and Chores have higher wages in design, thus all workers in this economy will now choose design careers. But this also cannot be a market equilibrium. Now there will be no sales in the economy and a lot of design ideas. Yet again the economy needs both functions to be performed, and this will push the relative wages of salespeople higher.

You have probably already guessed that equilibrium prices will need to settle somewhere between these two extremes. Equilibrium prices should induce some people to do design and some others to do sales. Take another combination of values: $50 of value added per sale and $5,000 of value added per design idea. The resulting wages are shown in panel (c) of Exhibit 14.2. At these wages, it is clear that Chores will choose to work in sales while Jobs focuses on design. Indeed, at these wages Jobs would be greatly misallocating his time if he worked as a salesclerk.

The key insight is that market prices will adjust so that individuals choose occupations consistent with their comparative advantages. This is the sense in which trade in the market supports and reinforces comparative advantage. In fact, without such trade we could not realize the gains from comparative advantage. For example, it is trade that allowed Steve Jobs to hire other people to work as salesclerks in Apple stores, enabling him to focus on his comparative advantage: designing the next beautiful gizmo that everyone wants to have.

At this point, you might be curious about whether one could have picked a value added for each sale and a value added for each design that would make Jobs choose sales while Chores would prefer to do design. Comparative advantage implies that the answer is no.

---

**Exhibit 14.2 Wages in Sales and Design**

(a) With Value Added of $50 from Sales and $50 from Design

<table>
<thead>
<tr>
<th></th>
<th>Steve Jobs</th>
<th>Chuck Chores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales</td>
<td>$100,000/year</td>
<td>$50,000/year</td>
</tr>
<tr>
<td>Design</td>
<td>$50,000/year</td>
<td>$50/year</td>
</tr>
</tbody>
</table>

(b) With Value Added of $50 from Sales and $100,000 from Design

<table>
<thead>
<tr>
<th></th>
<th>Steve Jobs</th>
<th>Chuck Chores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales</td>
<td>$100,000/year</td>
<td>$50,000/year</td>
</tr>
<tr>
<td>Design</td>
<td>$100,000,000/year</td>
<td>$100,000/year</td>
</tr>
</tbody>
</table>

(c) With Value Added of $50 from Sales and $5,000 from Design

<table>
<thead>
<tr>
<th></th>
<th>Steve Jobs</th>
<th>Chuck Chores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales</td>
<td>$100,000/year</td>
<td>$50,000/year</td>
</tr>
<tr>
<td>Design</td>
<td>$5,000,000/year</td>
<td>$5,000/year</td>
</tr>
</tbody>
</table>

---
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If their different opportunity costs lead Jobs and Chores to choose different tasks, comparative advantage always implies it will be Jobs who earns more in design than in sales, and Chores who earns more in sales than in design.

### Comparative Advantage and International Trade

To illustrate how international trade exploits comparative advantage—much like the division of labor between Steve Jobs and Chuck Chores—consider a particular Apple product, the iPod. In some sense, the iPod is a U.S. product—designed by engineers in the United States by a company headquartered in the United States. However, it is not actually manufactured in the United States. Each iPod is composed of hundreds of parts, most of which are manufactured and assembled outside the United States.

Let’s consider some of the key components. The iPod has a hard drive where the songs and videos and photos are stored. This is produced in Japan. It also has a memory card, which is produced in Korea. The central processing unit, on the other hand, is produced in the United States. Specialization explains this proliferation of locations. For example, the Japanese company Toshiba specializes in hard drive manufacturing and has become a world leader in the production of tiny hard drives with very low failure rates. Gains from specialization are realized by delegating production of two of these three key parts to manufacturers outside the United States. Finally, all of the components are combined into the final product on a Chinese assembly line.

Comparative advantage in international trade explains why Chinese workers assemble iPods, even though U.S. workers have an absolute advantage in assembly. Let’s begin by considering the hourly productivity of U.S. and Chinese workers in different tasks. For the moment, we’ll assume that in terms of their productivity, the U.S. workers are all identical to one another and the Chinese workers are also all identical to one another—a simplifying assumption that we’ll revisit later in the chapter.

The first row of Exhibit 14.3 shows that a U.S. worker would assemble 20,000 iPods per year, which is 15,000 more than a Chinese worker would assemble. The difference between U.S. and Chinese workers in their productivity arises for a variety of reasons. Workers in the United States currently have relatively more education and thus greater human capital (recall from Chapter 6 that human capital is each person’s stock of ability to produce output or economic value). This greater human capital makes U.S. workers more productive in a range of tasks. In addition, U.S. workers currently have access to more physical capital per worker and better technology—for instance, robotic assembly lines—than their Chinese counterparts.

Consider another task, which we refer to as research and development, or R&D. We assume that U.S. workers generate 10 R&D innovations per year. We assume that Chinese workers, who currently don’t have as much education as U.S. workers, would be much less effective at this, and we assume that their productivity in R&D is 1 innovation per year.

Looking across the rows in Exhibit 14.3, we see that U.S. workers have an absolute advantage in both assembly and R&D. Considering only absolute advantage, it’s tempting to guess that both assembly and R&D should be performed in the United States. But this is the wrong conclusion for the same reason that Steve Jobs shouldn’t have been working as a salesclerk.

To determine the optimal allocation across industries, we again need to use the concepts of opportunity cost and comparative advantage. We can verify that U.S. workers have a comparative advantage in R&D. Their productivity in assembly relative to R&D is 20,000/10 = 2,000/1. In other words, U.S. workers forgo the assembly of 2,000 iPods for every R&D innovation they generate. Chinese workers’ productivity in assembly relative to R&D is 5,000/1. Chinese workers forgo the assembly of 5,000 iPods for

| Exhibit 14.3 Productivity in Assembly and R&D (Research and Development) |
|-----------------------------|-----------------------------|
| **U.S. Worker**             | **Chinese Worker**          |
| Assembly                    | 20,000 iPods/year           |
| Research and Development    | 10 innovations/year         |
|                            | 5,000 iPods/year            |
|                            | 1 innovation/year
every R&D innovation they generate. The U.S. workers thus have a lower opportunity cost per R&D innovation (2,000 forgone iPod assemblies) compared to Chinese workers (5,000 forgone iPod assemblies). This implies that U.S. workers have a comparative advantage in R&D and should focus on R&D, while Chinese workers should (currently) specialize in assembly.

To further illustrate the allocation of tasks between U.S. and Chinese workers, suppose that workers in both economies are paid the value added they generate and that the value added from each iPod assembly is $1.50 and the value added from each R&D innovation is $5,000. If you multiply output in Exhibit 14.3 by value added per task, you’ll generate the results in Exhibit 14.4, which describes annual wages of U.S. and Chinese workers in assembly and R&D.

Looking at Exhibit 14.4, you can see that the U.S. worker will choose to specialize in R&D and the Chinese worker will specialize in assembly. In fact, for the same reasons that we highlighted in our discussion of the allocation problem of Steve Jobs and Chuck Chores, value added and market prices cannot be such that both U.S. and Chinese workers all have greater value added in assembly or such that they all have greater value added in R&D, because otherwise the world economy would not generate both iPod assemblies and R&D ideas. Given the current pattern of comparative advantage (in R&D for U.S. workers and in iPod assembly for Chinese workers), if these workers are choosing different tasks, then it must be the case that it is the U.S. workers who are specializing in R&D and the Chinese workers who are working in assembly.

As in our earlier example, trade is essential to achieve an efficient allocation of resources. If there were no international trade, then U.S. workers would end up spending less time on R&D and more time on assembly, lowering the value of their total output.

**Efficiency and Winners and Losers from Trade**

By exploiting comparative advantage, international trade increases overall economic efficiency. For example, if Apple could not assemble iPods in foreign countries, it would have to do so in the United States, and the cost of making an iPod would rise. As a result, iPods would likely cost 10 percent or 20 percent more than they do now. Consumers benefit from international trade and the resulting international division of labor.

At this point you might wonder whether foreign iPod production prevents the United States from benefiting from its own innovation. How much of the value added from iPod manufacturing goes to foreign producers and not to the iPod’s U.S. inventors? Of course, even if all of the value added went to foreign workers, U.S. consumers would still benefit from the low cost of an iPod. But is a low retail price the only benefit that U.S. residents receive?

A study by economists Greg Linden, Kenneth Kraemer, and Jason Dedrick shows that a large part of the retail price of an iPod is ultimately received by U.S. residents. For iPods sold in the United States through a retailer other than Apple, 41 percent of the value added is generated by U.S. firms other than Apple, including distributors, retailers, and component manufacturers with domestic production facilities. Another 45 percent of the value added goes to Apple, the company that designed the iPod and owns the intellectual property rights. These are not just corporate earnings, since Apple has a large team of in-house engineers, designers, and executives whose salaries are paid with Apple’s revenues.
The example of the iPod illustrates that international trade contributes to value added in the United States as well as low prices for U.S. consumers. The iPod story is not unusual. Other products confirm the same pattern of widely shared benefits from trade. For example, Hewlett-Packard’s laptop computers are assembled in low-wage countries like China and Brazil. Nevertheless, over half of the value added from the production of these laptops accrues to residents of the United States. This doesn’t mean that everybody gains from trade. Though international trade achieves a more efficient allocation of resources and creates potential gains for society as a whole, in any given instance, trade will produce some winners and some losers. We can see this by going back to the issue of U.S.-China trade. When we discussed the gains from exploiting comparative advantage, we talked of the typical U.S. worker. In practice, of course, the United States isn’t inhabited by “typical” U.S. workers, but by some U.S. workers with high levels of skill, and others with low levels of skill and a comparative advantage in assembly. International trade causes routine assembly jobs to move to developing countries like China, and as a result, there are many fewer assembly jobs performed in the United States today than three decades ago. If they can no longer find assembly jobs, those U.S. workers with a comparative advantage in assembly are made worse off by the outsourcing of assembly jobs to countries like China. This is illustrated by our Evidence-Based Economics feature in Chapter 9, which showed how workers in areas specializing in products competing with Chinese imports have experienced employment losses.

When considering the consequences of opening a country to free international trade, it is important to recognize that within that country there will be winners and losers. The efficiencies achieved by exploiting comparative advantage and specialization are so great that the winners will be far more numerous than the losers. In principle, the winners could compensate the losers so that everyone would be better off as a result of free trade. In practice, however, this is usually not possible, because it is hard for the government to identify how much each person has gained or lost as a consequence of international trade. Hence, the government can’t compensate the losers with targeted individual subsidies. With imperfect targeting or no compensating redistribution by the government, many people do end up on the losing side of the ledger. Nevertheless, because many more end up on the winning side, open international trade still tends to be favored by economists.

**How We Trade**

To realize the gains from comparative advantage and specialization, the United States and China need to trade goods and services. This takes the form of imports and exports. Recall from Chapter 5 that imports refer to the goods and services that are produced abroad and sold domestically, and exports are the goods and services that are produced domestically and sold abroad. Thus exports from the United States to China are China’s imports from the United States.

In theory it is possible for a country not to have any exports or imports. Such a country that doesn’t trade—that is, does not have any imports or exports—is said to be a closed economy. Today, not a single country has an entirely closed economy, but North Korea, a totalitarian dictatorship with mostly closed borders, comes the closest.

An open economy allows international trade, and in most countries such trade amounts to a significant share of GDP. For example, in 2012, the United Kingdom’s imports equaled 34 percent of GDP, double the import share in the United States. But neither country could compete with Hong Kong and Singapore, which each had 2012 imports equaling about 200 percent of GDP. Hong Kong and Singapore have such large import shares since many of their imports are later re-exported with only modest value added domestically. For example, if a country imports $200 of electronic parts and assembles them into a $250 smart phone, then the value added is just $50. In this illustrative example, imports are 4 times the level of GDP (because only value added is counted in GDP). If the assembled phone is later exported, then exports ($250) are 5 times the level of value added.
Exhibit 14.5 U.S. Imports and Exports as a Share of GDP from 1929 to 2013

The U.S. economy has become more open over the last 80 years, with its share of imports to GDP rising from around 4 percent to around 16 percent.

Source: Bureau of Economic Analysis, National Income and Product Accounts.

Exhibit 14.6 plots the evolution of imports as a share of GDP for Germany, China, India, and the world average, as well as the United States.

Trade Barriers: Tariffs

Because international trade creates winners and losers, there are some opponents to trade. As a result, most countries, including the United States, impose a host of trade barriers that reduce their imports. The most common restrictions are tariffs, which are special taxes levied only on imports.

The average U.S. tariff on all imported products was 2.8 percent in 2011, down from over 5 percent in 1990. The average 2011 tariff of 2.8 percent masked an enormous amount of variation across industries. In recent years, the average U.S. tariff on agricultural products has been 62 percent. Tariffs on tobacco have run to approximately 90 percent, while tariffs on sugar have been even higher, sometimes exceeding 100 percent. Such tariffs naturally

Exhibit 14.6 The Ratio of Imports to GDP in Four Large Economies and in the Total World Economy

Most major economies, including the United States, have been trading more over the last 50 years. This is a reflection of the process of globalization, which has generated a steady increase in the value of international trade flows relative to GDP.

Source: Bureau of Economic Analysis, National Income and Product Accounts; and World Bank DataBank: World Development Indicators.
discourage international trade. Due to tariffs and trade barriers, U.S. sugar imports have fallen 80 percent over the last 30 years.

Some developing countries use tariffs to raise revenue. . . .

Developed countries . . . use tariffs to protect domestic producers.
14.2 The Current Account and the Financial Account

In 2013, U.S. imports amounted to $2,746 billion. Of this amount, $456 billion was imported from China. In most years, approximately 1/7th of U.S. imports come from China. In 2013, the United States exported goods and services worth $2,271 billion. That year, U.S. exports to China were $157 billion. Approximately 1/20th of U.S. exports go to China.

To some pundits, the fact that the United States imports more from China than it exports to China is a sign of a serious problem. However, there is no reason to expect that U.S. exports to China should equal U.S. imports from China, in the same way that there is no reason to expect your own purchases from the grocery store to equal the grocery store owner’s purchases from you. If you own a Ford dealership and the grocery store owner loves Cadillacs, then you’ll never get a dollar of her business. But that’s OK as long as there are other people who are interested in buying your Fords.

That’s generally the way that markets and exchanges work. There is no need to sell our goods and services to the same people from whom we buy goods and services. Now apply that idea to a national economy. There is nothing necessarily wrong with the fact that the United States as a whole sells relatively little to China and still buys a lot from China. There are other countries, like Brazil, to which the United States sells lots of stuff and from which the United States buys relatively little. These facts lead us to the observation that trade between two specific countries—also referred to as bilateral trade—will rarely be balanced. This does not imply that there is absolutely nothing wrong with the United States–China trade relationship, but these arguments do imply that a bilateral trade imbalance is not necessarily a bad thing.

Trade Surpluses and Trade Deficits

There is another important sense in which trade can be imbalanced. Sometimes a country imports more or less than it exports to the world as a whole. We’ll see that even this imbalance can also be socially desirable, though it depends on the reasons for the trade imbalance.

When a country as a whole imports more from abroad than it exports abroad, the country runs a trade deficit. This is a case of spending on imports more than the country earns from exports. Exports minus imports is defined as net exports or the trade balance. When the trade balance is positive, it is referred to as a trade surplus. When the trade balance is negative, it is called a trade deficit. In 2013, U.S. net exports were negative, so the United States ran a trade deficit:

\[
\text{Net exports} = \text{Exports} - \text{Imports} = \$2,271 \text{ billion} - \$2,746 \text{ billion} = -\$475 \text{ billion.}
\]
International Financial Flows

It might appear that knowing the value of the trade balance is sufficient for understanding how payments flow from one country to another. However, a complete understanding of international financial flows requires more details. We need to study all the sources of payments from foreign residents to domestic residents, and all the sources of payments from domestic residents to foreign residents. Trade flows represent only one source of these financial payments.

The international accounting system is built upon the concept of residency, not the concept of citizenship. In this accounting system, domestic residents are people who reside in the United States, whether or not they are U.S. citizens. So a Japanese citizen living in the United States is defined as a domestic resident of the United States in the official international trade accounts. Residents of foreign countries—we’ll call them “foreigners”—are people who reside outside the United States (some of whom are U.S. citizens living abroad).

Income-Based Payments from Foreigners Let’s start with income-based payments from foreigners. There are three ways that domestic residents receive income-based payments from foreigners:

1. Receiving payments from the sale of goods and services to foreigners—exports
2. Receiving income from assets that the domestic resident owns in foreign countries—factor payments from foreigners
3. Receiving transfers from individuals who reside abroad or from foreign governments—transfers from foreigners

Recall that exports are the goods and services that domestic residents produce and then sell in foreign countries. When a foreign resident receives these goods and services, he directly or indirectly makes a payment to the domestic resident who produced them.

Factor payments from foreigners represent the payments that domestic residents receive from assets owned in foreign countries. For example, if a U.S. resident owns stock in Tata Steel, one of the largest companies in India, and Tata Steel pays a dividend, that dividend payment would count as a factor payment from abroad. Likewise, if a U.S. company owns a plant in China and that plant generates earnings, those earnings would count as a factor payment from abroad. Or, if a U.S. engineer who resides in the United States spends a day working in Turin, Italy, where she consults for Fiat, the payment that she receives from Fiat would count as a factor payment from abroad. In this consulting example, the relevant factor of production is human capital.

Transfers from foreigners are “gifts” from foreign residents or foreign governments. For example, following Hurricane Katrina in 2005, China sent 104 tons of emergency supplies to New Orleans, including tents and generators, valued at $5 million. All told, foreign governments and citizens of foreign countries sent hundreds of millions of dollars of aid to support the victims of Hurricane Katrina; contributions like these are transfers from abroad.

Income-Based Payments to Foreigners There are also similar types of financial flows that move in the opposite direction. We now list all of the sources of income-based payments to foreigners:

1. Making payments to foreigners in return for their goods and services—imports
2. Paying income on assets that foreign residents own in the domestic economy—factor payments to foreigners
3. Making transfers to individuals who reside abroad or to foreign governments—transfers to foreigners

Imports are the goods and services that foreigners produce and then sell to domestic residents. Factor payments to foreigners represent the payments made to foreigners who own assets in the domestic economy. Transfers to foreigners are “gifts,” which include foreign aid from the U.S. government, donations from U.S. citizens to foreign charitable organizations, and remittances from legal and illegal residents of the United States. For
example, a Mexican citizen who permanently resides in the United States and periodically transfers money back to family members in Mexico is making a transfer to foreigners. In this case, the transfer is just the money that is sent to family members in Mexico, and not the total earnings that the Mexican citizen receives for work that she does in the United States.

**The Workings of the Current Account and the Financial Account**

The current account adds together these different sources of payments into and out of a country. It consists of the sum of net exports, net factor payments from abroad, and net transfers from abroad.

\[
\text{Net exports} = (\text{Payments from abroad for exports}) - (\text{Payments to foreigners for imports})
\]

\[
\text{Net factor payments from abroad} = (\text{Factor payments from abroad}) - (\text{Factor payments to foreigners})
\]

\[
\text{Net transfers from abroad} = (\text{Transfers from abroad}) - (\text{Transfers to foreigners})
\]

The current account is the net flow of payments made to domestic residents from foreign residents.

\[
\text{Current Account} = (\text{Net exports}) + (\text{Net factor payments from abroad}) + (\text{Net transfers from abroad})
\]

It is important to bear in mind that any of these net flows could be negative, which would correspond to a net flow of payments to foreign residents. In fact, in 2013, the United States did run a current account deficit of $379 billion. In other words, U.S. residents paid foreigners $379 billion more than foreigners paid U.S. residents.

Exhibit 14.7 breaks down the current account deficit for the United States in 2013 into its three components. The current account is shown in the top box. We’ll discuss the bottom box—the financial account—a bit later. Focusing on the top box, we can see that trade in goods and services led to net payments of $475 billion to foreigners. Factor payments led to net payments of $229 billion from foreigners to U.S. residents. Finally, net transfer payments led to net payments to foreigners of $133 billion. Adding these up, and remembering to use a negative sign when net payments are made to foreigners, we come up with a total current account deficit of $379 billion.


<table>
<thead>
<tr>
<th></th>
<th>Payments from Foreigners</th>
<th>Payments to Foreigners</th>
<th>Net Payments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trade in goods and services</td>
<td>2,271</td>
<td>2,746</td>
<td>−475</td>
</tr>
<tr>
<td>Factor payments</td>
<td>789</td>
<td>560</td>
<td>229</td>
</tr>
<tr>
<td>Transfer payments</td>
<td></td>
<td></td>
<td>−133</td>
</tr>
<tr>
<td><strong>Current account</strong></td>
<td></td>
<td></td>
<td>−379</td>
</tr>
<tr>
<td><strong>Financial account</strong></td>
<td></td>
<td></td>
<td>379</td>
</tr>
</tbody>
</table>

The current account (top box in red) is the sum of net exports, net factor payments from abroad, and net transfers from abroad. (The U.S. government does not break down transfer payments into gross flows, so only the net flow is reported here.) The financial account mirrors the current account and represents the change in IOUs resulting from current account transactions.

Source: Bureau of Economic Analysis, National Income and Product Accounts.
What are the consequences of running a current account deficit? When U.S. residents make $379 billion of net payments to foreigners, the payments are made in U.S. dollars. These dollars enable the foreign residents to buy U.S. assets, which can be exchanged for U.S. goods and services at some point in the future.

To understand what this means in practice, consider a simple current account transaction that we illustrate in Exhibit 14.8. Suppose a U.S. consumer decides to buy a Chinese laptop that costs $1,000. In effect, the U.S. consumer gives the Chinese laptop manufacturer $1,000. In the U.S. current account, this amount would show up as a $1,000 payment to foreigners. Exhibit 14.8 illustrates this current account transaction by showing the purchase of the $1,000 laptop.

Now suppose that there is no offsetting transaction in which China buys goods and services from the United States, so the $1,000 payment can be thought of as a current account deficit. Instead of importing $1,000 of goods and services from the United States, China saves the $1,000, thereby preserving that purchasing power for future purchases of goods and services. For example, the Chinese company could use the $1,000 to buy a specific U.S. asset from U.S. residents, for instance a U.S. Treasury bond. This is the case depicted in the circular flow of Exhibit 14.8.

Let’s summarize the flows in Exhibit 14.8. At the end of the international transactions depicted here, the United States has one new laptop and owns one less Treasury bond. In the current account, the U.S. has imported goods worth $1,000. In the financial account, the U.S. has transferred to China a Treasury bond worth $1,000. The financial account is defined as the increase in domestic assets held by foreigners minus the increase in foreign assets held domestically. The financial account is just the accounting system that records the asset purchases that domestic residents and foreigners make. The financial account is defined so that the net flows in the financial account offset the net flows in the current account. (To keep the analysis simple, we have omitted a few other details in the accounting rules.)

The following two equations give the definition of the financial account and describe its relationship with the current account:

\[
\text{Financial account} = (\text{Increase in domestic assets held by foreigners}) - (\text{Increase in foreign assets held domestically}).
\]

\[
\text{(Current account)} + \text{(Financial account)} = 0.
\]

When foreigners receive net payments in the current account, they can buy any type of U.S. asset in the financial account. In the example that we already discussed, they bought U.S. Treasury bonds. But they could also just hold the payment in dollars (in a bank account) as a claim against the United States. In either case, the current account deficit is exactly offset by a financial account surplus.
Now we are ready to reconsider Exhibit 14.7, which shows the current account for the United States in 2013. As required by the accounting identities, the financial account perfectly offsets the current account. In 2013, foreigners received $379 billion in net payments in the current account, corresponding to a current account deficit. In return, the financial account indicates that U.S. residents gave foreigners $379 billion in assets (including dollar-denominated deposits).

This isn’t necessarily bad news for U.S. residents. It was a trade. Residents of the United States got Sony TV sets, Louis Vuitton handbags, BMWs, and hundreds of thousands of other imported goods and services. Foreigners obtained bank deposits and other assets worth $379 billion from residents of the United States.

When a country runs a current account deficit, it is analogous to what takes place when a single household spends more than it earns. To fund this extra spending, the household either borrows or spends down assets that had previously been accumulated. For example, suppose you spend $1,000 more than you earn from all sources, including labor income, asset income, and transfers. If you already have some assets in the bank, say $3,000 in your checking account, you could finance the extra $1,000 of consumption by running down those assets so that at the end of the year you would have only $2,000 left in your checking account. Or if you do not have such assets to spend down, you could borrow. If you start without any assets and without any debt, you would borrow $1,000, so your net asset position would become $1,000. Notice that regardless of what your asset position was at the beginning, you are financing your $1,000 shortfall by reducing your asset position by $1,000—either from $3,000 to $2,000 or from zero to $1,000.

The situation is identical for a country, which must also finance its net exports by running down its assets or borrowing. This fact highlights a central concept in international accounting: just like an individual household, an entire country can only spend more than it earns if it finds a way to fund the extra spending. The country must either sell assets to foreigners or borrow from foreigners. Hence, current account deficits must match financial account flows. In other words, when a country makes net purchases of goods and services from foreigners, the country must make net asset sales to foreigners to pay the bill.

14.3 International Trade, Technology Transfer, and Economic Growth

International trade benefits countries not just through specialization and comparative advantage. It is also a conduit for the transfer of technology from more advanced to less advanced economies, thus contributing to an increase in the recipient’s productive capacity (recall the discussion in Chapter 6 on the importance of technology for productivity and living standards).

The interplay between international trade and technology transfer is illustrated by China’s economic development. When the founding father of Communist China, Mao Zedong, died in 1976, Chinese PPP-adjusted GDP per capita was $882 in 2005 dollars. Under Mao, China was organized as a planned economy, so state officials decided how to allocate almost all economic resources. Free markets were banned, international travel was forbidden, international trade was very low by comparison to most other countries, and citizens could not own land or businesses. The Chinese state owned all of the important types of physical capital. From an economic perspective, human capital was also controlled by the Chinese government, because people could not choose where to work and did not receive wages that were commensurate with their value added. The economic consequences of these policies were disastrous, leading to mass starvation under Mao’s leadership. Approximately 30 million people died from malnutrition during the Great Famine of 1958–1961.
In 1978, two years after Mao’s death, Deng Xiaoping became the next powerful leader of China. Under Deng, China began to liberalize the economy, including opening the country to international trade. Exhibit 14.9 plots Chinese imports and exports as shares of GDP since 1970. Under Mao’s leadership in the early 1970s, exports represented less than 5 percent of GDP. Over the last 10 years, the export share of the Chinese economy has averaged over 30 percent. Chinese growth over the last 20 years has often been described as “export-led growth.”

China achieved an average annual growth rate of real GDP per capita of 6.6 percent between 1979 and 2012. At this pace, Chinese real GDP per capita has doubled approximately once every 11 years, implying more than three doublings since 1979. Consequently, Chinese real GDP per capita has increased by more than a factor of $2 \times 2 \times 2 = 8$ since 1979! By comparison, it takes about 40 years for U.S. real GDP per capita to double.

China’s spectacular growth is largely due to the shift from central planning—in other words, state control of the economy—towards a market economy. Opening to trade in goods and services was just one part of that transition. Farmers and family businesses were allowed to make their own decisions, own private property, and keep the profits from their economic activity. State-owned industries were privatized and China, which previously banned all kinds of foreign capital inflows, became a major destination for foreign investment. Along the way, China improved its technology greatly, enabling its citizens to work in modern factories, which now export to markets around the world.

Foreign direct investment refers to investments by foreign individuals and companies in domestic firms and businesses. To qualify as foreign direct investment, these flows need to generate a large foreign ownership stake in the domestic business.

Technology transfer creates one more type of cross-country interdependence.
investors or a local Chinese company. China receives more foreign direct investment than any other country in the world.

Foreign direct investment is a major conduit for technology transfer, though in most cases this transfer is not the goal of the foreign firm that is making the investment. When a UK company becomes part of a joint venture or opens a factory in China, it brings its know-how and technology to the country. This type of technology transfer enables recipient countries to improve their productivity.

Technology transfer creates one more type of cross-country interdependence. Countries are not only trading goods and services and having their firms and banks borrow from and lend to each other but they are also technologically interlinked. Innovations and technological improvements in one country will ultimately improve productivity in all countries. Moreover, the more interaction there is between these countries, in particular through foreign direct investment, the faster these improvements will migrate from one to the other. Such transfers are particularly beneficial for countries that start out technologically less advanced, as China did in the late 1970s.

From IBM to Lenovo

In 1980, almost no families had a computer at home. Personal computers did exist, but they were expensive, hard to use, and were primarily used by technology hobbyists and science geeks. The internet did not exist. The kind of entertainment one could get from a computer was a game like Pong. The game of Tetris wouldn’t even be invented until 1984.

Between 1980 and 1990, the personal computer reached the mainstream, thanks to gradually improving technology as well as successful marketing. The big bang was the introduction of the IBM-PC (model 5150) in 1981. This computer was so successful that it quickly became the industry standard. By the mid-1990s, no self-respecting college student in the developed world still wrote term papers on a typewriter.

The first generation of IBM-PCs was manufactured with mostly U.S. parts and assembled in a U.S. plant. However, even the first IBM-PC had a Japanese monitor. Over time, foreign components came to dominate the business. Mass production of hard disks began in Japan and Korea in the 1980s. Eventually, almost all of the key components of the personal computer were manufactured outside of the United States. Eventually, the final assembly also shifted to foreign factories.

Today, IBM is completely out of the business of manufacturing and selling personal computers. The end of IBM’s involvement occurred in 2005, when IBM sold its successful laptop business to Lenovo, its Chinese manufacturing partner. So what did IBM do after abandoning its old line of business? IBM did very well by recognizing that its highly skilled U.S. labor force had higher value added—that is, a comparative advantage—in providing consulting services rather than in manufacturing machines that low-wage workers could assemble. Today, IBM remains a highly profitable company. Each year it sells approximately $100 billion in consulting and technical services to companies around the world. It has over 400,000 employees, and the company is worth approximately $200 billion.
Working on a Vietnamese farm is tough. Wages are very low—approximately $1–$3 per day for unskilled labor. The physical labor on a Vietnamese farm is grueling and injuries are common. Benefits like health insurance or pension plans don’t exist in the agricultural sector. If you are injured on the job and can’t work the next day, you don’t get paid. Some children work in the agricultural sector because their families can’t afford to send them to school and need the meager income that the children can earn.

Unskilled workers in the factories that manufacture Nike products earn little more than the Vietnamese minimum wage, which is $4–$5 per day depending on the location of the factory. But this is greater than the wage they would earn in the largely unregulated agricultural sector. Some of the factory workers also have free access to rudimentary health clinics. But working conditions are terrible—cramped, noisy, hot rooms, filled with dangerous chemicals. As in the agricultural sector, the factories offer no job security. Sick or injured employees lose their jobs and do not receive unemployment benefits. Working in a factory that makes Nike shoes is a nightmare by the standards of workers in the developed world.

Defenders of free markets emphasize the gains from international trade. At the moment, many Vietnamese workers, with limited human capital and limited access to modern technology, have a comparative advantage in assembly jobs—like work in sneaker and clothing factories. Preventing them from working in these jobs reduces their income. Defenders of free trade point to the agricultural sector and say that Nike is doing a good thing by giving agricultural workers an alternative job that increases their pay. The factory job provides reliable income and therefore does not depend on the timing of seasonal rains or whether the harvest happens to be good or bad. Famines occur when agricultural production fails, often because of a long stretch of bad weather. Famines generally don’t occur in factory towns. Finally, when Nike’s subcontractors use foreign direct investment to build new sneaker factories, this facilitates the transfer of new technology to Vietnam.

On the other hand, critics of the factory sweatshops point out that the factory jobs don’t even measure up to the jobs that the worst-off workers hold in developed countries. A low-wage worker in the United States earns over $50 per day. An unskilled factory worker in Vietnam earns less than a tenth of that wage. The Vietnam factory wouldn’t even come close to passing a U.S. safety inspection. Moreover, many of the factory workers are underage, just like the workers in the agricultural sector.

Almost everyone agrees with these facts. But there is a great deal of disagreement about what should be done. Is it possible for Nike to continue to buy shoes from suppliers in Vietnam but require those suppliers to pay higher wages?

Suppose that U.S. consumers boycotted Nike’s products because of the work arrangements at the factories that supply Nike with sneakers. The protestors would like Nike’s subcontractors to pay the factory workers more and to improve working conditions in those factories. In principle, such improvements could be implemented without necessitating a very large increase in Nike’s sneaker prices.

Would there be unintended negative consequences if Nike paid its subcontractors more and forced them to pass these extra funds on to the workers? Perhaps Nike would lose
business because of the need to (modestly) raise its sneaker prices. If Nike does lose some customers, Nike might end up reducing its sneaker purchases from the Vietnamese subcontractors, leading some of its suppliers to shut down. In this case, some of the workers that the U.S. protesters were trying to help might actually be hurt. Perhaps Nike would improve conditions at the existing factories in Vietnam, but the subcontractors would stop building new factories in Vietnam, thereby preventing other agricultural workers from transitioning to the relatively well-paid manufacturing sector. Consumers in the United States would like to see the lives of Vietnamese families improve, but it’s not clear what would happen if Nike and its subcontractors were forced to raise the wages of workers in Vietnamese sneaker factories.

Though it is not clear what would happen if Nike were forced to pay its Vietnamese workers more, it is clear that globalization in general has been an enormous force for good in Vietnam. Like Deng Xiaoping, who initiated market and trade reforms in China after decades of strict central planning, Nguyen Van Linh pursued a similar policy in Vietnam starting in 1988 (two years after he came to power). As a result of these Vietnamese reforms, trade rapidly expanded, with exports rising from 10 percent of GDP to 75 percent of GDP today. Since the reforms were passed, real GDP per capita has grown at a rate of 5.5 percent (1988–2013), more than a doubling from the pre-reform growth rate. Poverty has fallen precipitously if it is measured with the poverty line of one (U.S.) dollar per day. In 1993, nearly 60 percent of the Vietnamese population fell below that standard of living, but by 2006 (the most recent data available) “only” 16 percent of the population consumed less than a dollar-per-day.

Economists believe that sustained growth is one of the key factors that reduces child labor. Exhibit 14.10 shows that there is a strong negative correlation between child labor and GDP per capita: fewer children are forced to, or choose to, work in countries with higher GDP per capita. Consistent with Exhibit 14.10, rising levels of income in Vietnam have coincided with a sharp fall in child labor, and much of the decline in child labor is credited to Vietnam’s opening to trade.

---

**Exhibit 14.10 The Relationship Between GDP per Capita and Child Labor (the Fraction of Children Ages 7–14 Who Are Working)**

There is a strong negative relationship between GDP per capita and child labor, which is measured as the percentage of children between the ages of 7 and 14 who are working.
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<table>
<thead>
<tr>
<th>Question</th>
<th>Answer</th>
<th>Data</th>
<th>Caveat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are companies like Nike harming workers in the developing world?</td>
<td>The Vietnamese workers that make Nike’s sneakers are paid extremely low wages and work in conditions that are unsafe by the standards of developed countries. However, the next best alternative for many of the workers that produce Nike’s sneakers, which is work in the agricultural sector, appears to be even worse.</td>
<td>Agricultural and factory wages in Vietnam, as well as data on trade, growth, poverty, and child labor-force participation.</td>
<td>Nike could improve the quality of life of the workers who manufacture its products if it forced its subcontractors to raise the workers’ wages.</td>
</tr>
</tbody>
</table>

Summary

- The process of globalization has produced a highly interconnected world.
- International trade enables us to exploit specialization and comparative advantage. Comparative advantage arises when a person or country has a lower opportunity cost of production than another person or country.
- Some individuals are made worse off by international trade, especially low-skilled workers in developed countries who lose their jobs to foreign producers. However, globalization and international trade improve the well-being of most people.
- A country runs a current account deficit when it has a negative sum of net exports, net payments from abroad for factor payments, and net transfers from abroad. When this happens, the country must have a financial account surplus, as there needs to be a corresponding flow of funds that pays for the current account deficit. This implies a net increase in domestic assets held by foreigners and/or a net decrease in foreign assets held by domestic residents.
- A rapid process of globalization has been underway for several decades, increasing the total volume of international trade. Consequently, consumers and workers around the world can better take advantage of the gains from international trade.
- Globalization also makes the enormous inequities across nations more visible. We purchase goods and services produced and assembled by workers, sometimes even children, earning a small fraction of the wages of workers in developed economies. The conditions in factories in the developing world are far worse than the working conditions in developed countries. Nevertheless, globalization usually improves the well-being of most of the low-paid factory workers in foreign countries. Their alternative opportunities for employment are usually worse than these factory jobs in the traded goods sector.
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Questions

Select questions are available in MyEconLab for practice and instructor assignment.

1. Suppose that you pay more to have a meal in the university cafeteria than to cook for yourself. As a student, you still choose to eat out before the exam. Explain your choice in terms of absolute cost and opportunity cost.

2. Is it possible to have a country that has absolute disadvantage in both goods, but still trade with another country? Explain your answer.

3. Engaging in trade increases overall economic efficiency. Does this also imply that everyone in an economy gains from trade equally?

4. Define the terms in terms of payments into and out of a country: (a) net exports; (b) net factor payments from abroad; and (c) net transfers from abroad.

5. Has trade been increasing or decreasing over the past few decades? What could explain why the ratio of imports to GDP in the United States fell sharply after 1929 before rebounding shortly thereafter?

6. How is the trade balance defined? When is a country said to be running a trade deficit or a trade surplus?

7. The international accounting system maintains a clear distinction between residency and citizenship.
   a. Who would be considered a domestic resident of the United States, according to the international accounting system?
   b. Suppose a U.S. citizen lives and works in Nigeria. Would he be considered a “foreigner” or a domestic resident in the U.S. international transactions accounts?

8. List the sources of income-based payments that domestic residents make to foreigners and the ways that domestic residents can receive income-based payments from foreigners.

9. “Trade deficit must lead to a current account deficit.” Is this statement true or false? Explain your answer.

10. What is included in a country’s financial account? How is the financial account related to the current account?

11. What is foreign direct investment? Explain with an example. How does foreign direct investment benefit the recipient country?

12. Are multinational companies harming factory workers in the developing world by hiring them at low wages?

Problems

Select problems are available in MyEconLab for practice and instructor assignment.

1. Consider the economy of country Smiley in 2014. Its exports of merchandise and imports of merchandise are $500,000 and $300,000, respectively. Its exports of services and imports of services are $150,000 and $200,000, respectively. Smiley’s factories located in foreign countries earn $100,000. Smiley’s interest payment to foreign countries is $200,000. Due to the earthquake, Smiley receives foreign aid of $200,000.
   a. What does balance of payments mean?
   b. What is the value of the current account balance?
   c. What is the value of the finance account balance?

2. You and your roommate are enrolled in the same course: Postmodern Deconstruction of Postmodern Deconstructionism. The course requires a term paper. Since the professor encourages collaboration on the paper, you decide to work on it together, “trading” tasks.
   In 8 hours, you can type 18 pages, whereas your roommate can type only 10. If you do outlining instead of typing, in the same 8 hours you could produce 6 summary outlines of the course readings, while your roommate could produce only 2.
   a. Who has the absolute advantage in typing? In outlining? Explain your answers.
   b. Who should do the typing, and who should do the outlining? Explain.

3. Suppose that the United States and Chile are the only two countries in the world, and that labor is the only productive input. In the United States, a worker can produce 15 bushels of corn or 10 barrels of oil per day. In Chile, a worker can produce 5 bushels of corn or 5 barrels of oil per day.
   a. Which country has the absolute advantage in the production of oil? Of corn? Explain.
b. Explain in words what comparative advantage means. Which country has the comparative advantage in the production of oil? Of corn?

c. If free trade is allowed, which commodity will the United States import? Which commodity will Chile import? Explain.

4. Assume that an American worker can produce 5 cars per year or 10 tons of grain per year, whereas a Japanese worker can produce 15 cars per year or 5 tons of grain per year. Assume labor is the only input used in car and grain production.

a. Which country has the absolute advantage in producing cars? In producing grain?

b. For the United States, what is the opportunity cost of producing a car? What is the opportunity cost of a ton of grain? Show how you arrived at your numbers.

c. For Japan, what is the opportunity cost of producing a car? What is the opportunity cost of producing a ton of grain? Show how you arrived at your numbers.

d. If free trade is allowed, which country will import cars? Which country will import grain? Explain.

5. David Ricardo, the British political economist, used the example of two commodities—wine and cloth—produced by England and Portugal to explain trade. The following table shows the number of labor hours it would take England and Portugal to produce one unit each of wine and cloth:

<table>
<thead>
<tr>
<th>Portugal</th>
<th>England</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>80</td>
</tr>
<tr>
<td>Cloth</td>
<td>90</td>
</tr>
</tbody>
</table>

Portugal can produce both wine and cloth using fewer labor hours than England. A group of Mercantilists, who believe that nations build their wealth by exporting more than they import, suggest that Portugal has nothing to gain from trading with England. Would you agree? Explain your answer.

6. Tire production in the United States has been on the decline, in both absolute and relative terms. Imported tires are replacing most of the domestically manufactured tires in the market. Trade unions in the United States have claimed that over 7,000 jobs have been lost due to Chinese tire imports. You read a blog post that uses this example to say that this is exactly why countries should not engage in free trade; cheaper imports will flood the domestic market and unemployment in the country will increase. Do you think the blogger’s conclusions are entirely correct? Explain.

7. Suppose that there are two countries, X and Y, both of which have experienced trade deficits for a few years. To finance trade deficits, the countries have to borrow foreign funds, but their fund uses are quite different from each other. Country X spends most of the borrowed funds for consumption while country Y invests the borrowed funds. Given this information, suggest one possible benefit and cost of trade deficit for the two countries.

8. Suppose the following table shows data on transactions between the United States and the rest of the world for the month of May 2013. Assuming the list is exhaustive, use the information given to fill in the table showing the current and financial accounts for May 2013.

<table>
<thead>
<tr>
<th>Transaction</th>
<th>Amount ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U.S. aid to earthquake-hit Haiti</td>
<td>$8,000,000</td>
</tr>
<tr>
<td>Payments made to Indian software companies for services rendered by workers in India to U.S. customers</td>
<td>$850,000</td>
</tr>
<tr>
<td>Payments made to U.S. producers for ethanol exports</td>
<td>$3,000,000</td>
</tr>
<tr>
<td>Dividend payment from Walmart in China to a U.S. resident</td>
<td>$10,500</td>
</tr>
<tr>
<td>Salary earned by a team of IT consultants from the UK who were working in the U.S. for a few days</td>
<td>$120,000</td>
</tr>
<tr>
<td>Sale of U.S. Treasury bonds from U.S. Treasury to foreign governments</td>
<td>$15,000,000</td>
</tr>
<tr>
<td>Remittances from U.S. residents to other family members in Mexico</td>
<td>$30,000</td>
</tr>
<tr>
<td>Payments made to Chinese producers for steel imports</td>
<td>$8,000,000</td>
</tr>
<tr>
<td>Purchases of foreign assets by the U.S. government</td>
<td>$1,040,500</td>
</tr>
<tr>
<td>A U.S. citizen, who is a resident of Dubai, sends money to a charity in the United States</td>
<td>$30,000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Current and Financial Account for May, 2013</th>
<th>Payments from Foreigners</th>
<th>Payments to Foreigners</th>
<th>Net Payments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trade in goods and services</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor payments</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Net transfer payments</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current account</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase in domestic assets held by foreigners</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase in foreign assets held domestically</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Net sales to foreigners</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial account</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


a. Use the equation to derive the relationship between trade balance, total saving, and investment.

b. Based on your answer from part a, interpret the source of trade deficit.

c. Based on your answer from part a, suggest ways to reduce trade deficit.
10. Throughout the 1950s and 1960s, many poor countries pursued a policy called “import-substituting industrialization,” or ISI for short. India, and many nations in Africa and Latin America, closed themselves off to trade in order to promote the development of domestic industries.

As noted in the Economist article “Grinding the Poor” (September 27, 2001), “[o]n the whole, ISI failed; almost everywhere, trade has been good for growth.” The article discusses how growth was disappointing in countries that pursued ISI. Nations that were open to trade—primarily in Asia—grew much more rapidly.

Based on the discussion in the chapter, speculate on why ISI was ultimately a failure and why integration with the global economy promotes economic growth and development.

11. Foreign direct investment (FDI) in several sectors in India is still heavily regulated. After much debate, the government of India recently relaxed restrictions on FDI in the retail sector. For purported reasons like national security and possible job losses, many sectors of the economy such as defense, nuclear power, and oil refining are not fully open to foreign direct investment. Suppose you are hired to serve on the government’s Working Group on Foreign Direct Investment. What would you suggest to the government? Defend your position.

12. The coffee market is one of the most globalized and volatile commodity markets in existence. In terms of the value of trade, it is second only to oil. Coffee is produced in over seventy countries, primarily lower-income nations in Latin American, Africa, and Asia. In recent years, a movement has developed supporting “fair trade coffee,” which seeks to better the conditions and increase the incomes of coffee producers in poor countries.

Read the following online sources and list the main arguments for and against the fair trade coffee movement, as delineated in the articles. Comment on any similarities you see between fair trade coffee policy and the case of Nike in Vietnam (as discussed in the chapter’s Evidence-Based Economics feature).

“Coffee,” from Fair Trade International: http://www.fairtrade.net/coffee.html
How did George Soros make $1 billion?

George Soros, one of the world’s most renowned investors, challenged the central bank of England in the summer of 1992. In essence, he bet everything he had that the British currency, the pound, would lose value relative to other currencies. Starting in September, the pound plummeted in value. Soros made approximately $1 billion of profits for himself and his investors. How did Soros know that the pound was about to collapse?
In the previous chapter, we saw that economies around the world are linked through trade and investment. For example, the United States imported about $456 billion of goods and services from China in 2013. But how does this trade take place? After all, almost all transactions in the United States are in U.S. dollars, while most transactions in China are in the Chinese currency, the yuan, also called the renminbi.

Many countries have their own currencies for use in economic transactions: the United Kingdom has the pound, Japan the yen, Mexico the peso, and India the rupee, among others. An exception to the use of a national currency is the euro, a currency used by twenty-four European countries (as of January 1, 2015). The euro, first introduced in 1999, is the second-most-traded currency after the U.S. dollar.

Nominal Exchange Rates

Walmart sells toys imported from China. How does Walmart decide whether to purchase the toys from China rather than purchasing similar toys from some U.S. toy manufacturer?

To answer this question, we need to understand the concept of the nominal exchange rate. The nominal exchange rate is the price of one country’s currency in units of another country’s currency. Specifically, the nominal exchange rate is the number of units of foreign currency that can be purchased with one unit of domestic currency. Sometimes you’ll see the nominal exchange rate, referred to simply as the “exchange rate” (which is what we did in Chapter 6). In the current chapter, we often use the full name, nominal exchange rate, to distinguish the nominal exchange rate from another type of exchange rate that we will discuss later in the chapter.

In the following equation, the nominal exchange rate is represented by the symbol $e$:

$$e = \frac{\text{Units of foreign currency}}{1 \text{ Unit of domestic currency}}.$$  

For instance, if the yuan-dollar exchange rate is 6.05 yuan per dollar, then a person holding 1 dollar can exchange the dollar for 6.05 yuan.

$$e = 6.05 \text{ Yuan per dollar} = \frac{6.05 \text{ Yuan}}{1 \text{ Dollar}}.$$
15.2 The higher the value of $e$, the more units of foreign currency a dollar buys. When a nominal exchange rate goes up, we say that the domestic currency is *appreciating* against the foreign currency. When a nominal exchange rate goes down, we say that the domestic currency is *depreciating* against the foreign currency.

We can also use the yuan-dollar exchange rate to calculate the value of 1 yuan in terms of dollars. When the yuan-dollar exchange rate is $e$, the number of units of dollars that can be purchased with 1 yuan is $1/e$. Put differently, 1 yuan is worth $1/e = 1/6.05 = 0.17$ dollars.

Notice that the appreciation of a currency—a rise in $e$—always has a flip side. When the dollar appreciates against the yuan, implying that $e$ is rising, the yuan is depreciating against the dollar, implying that $1/e$ is falling.

Exhibit 15.1 shows $e$ and $1/e$ for some key currencies on January 2, 2014. The above discussion and Exhibit 15.1 clarify that both $e$ (yuan per dollar) and $1/e$ (dollars per yuan) convey the same information. In newspapers, you will see exchange rates sometimes expressed as yuan per dollar or euros per dollar and at other times as dollars per yuan or dollars per euro. In this chapter, to avoid confusion, we will stick to the definition above of the exchange rate, $e$, expressing it as the number of units of foreign currency that can be purchased by one unit of domestic currency, such as yuan per dollar or euros per dollar.

Now let’s return to Walmart’s sourcing decision—should Walmart purchase toys from a Chinese or a U.S. manufacturer? Walmart needs to decide whether a toy sold by a Chinese manufacturer at a unit price of 20 yuan is less expensive than an identical toy sold by a competing U.S. manufacturer at a unit price of $5 (we are ignoring transportation costs for simplicity). To implement this comparison, Walmart makes the yuan and dollar prices comparable by using the nominal exchange rate. For example, on January 2, 2014, the yuan-dollar exchange rate was 6.05, so the dollar price of the Chinese-manufactured toy was

\[
\text{Dollar cost} = \text{Yuan cost} \times \frac{\text{Dollars}}{\text{Yuan}} = \text{Yuan cost} \times \frac{1}{e} = 20 \times \frac{1}{6.05} = $3.31.
\]

As you can see, the dollar price of the Chinese-manufactured toy is just over $3, which is less than the $5 price of the U.S.-manufactured toy, so it is less expensive to purchase the toy from the Chinese manufacturer.

**Flexible, Managed, and Fixed Exchange Rates**

Exhibit 15.2 shows historical movements in two nominal exchange rates: the yuan-dollar and the euro-dollar nominal exchange rates. Both nominal exchange rates vary over time. However, the yuan-dollar exchange rate has had long periods in which it doesn’t move, followed
15.2 The Foreign Exchange Market

The foreign exchange market is the global financial market in which currencies are traded and nominal exchange rates are determined. To illustrate the role of this market, suppose Air China would like to add five Boeing Dreamliners, each costing $200 million, to its aircraft fleet. To do this, it needs to pay the Boeing Company in dollars. So Air China will go to the foreign exchange market to buy (demand) a total of $1 billion (= 5 × $200 million), offering yuan in exchange.

The foreign exchange market is the global financial market in which currencies are traded and nominal exchange rates are determined. To illustrate the role of this market, suppose Air China would like to add five Boeing Dreamliners, each costing $200 million, to its aircraft fleet. To do this, it needs to pay the Boeing Company in dollars. So Air China will go to the foreign exchange market to buy (demand) a total of $1 billion (= 5 × $200 million), offering yuan in exchange.
Because the yuan-dollar exchange rate is \( e = 6.05 \), this means Air China will be paying 6.05 billion yuan in exchange of dollars.

As with other markets, the supply and demand curves determine the equilibrium price, which is the equilibrium exchange rate in the foreign exchange market. Exhibit 15.3 illustrates the supply and demand curves in the foreign exchange market. The horizontal axis represents the quantity of dollars available for transactions in the foreign exchange market. We’ll use the yuan-dollar exchange rate on the vertical axis to represent the value or “price” of a dollar: how many yuan a dollar will buy. Recall that we are expressing the nominal exchange rate as units of foreign currency per U.S. dollar.

In panel (a) of Exhibit 15.3, the dollar demand curve represents the relationship between the quantity of dollars demanded and the exchange rate. The demand curve represents traders who are trying to buy dollars in the foreign exchange market with yuan. So, Air China’s demand for dollars is reflected in this demand curve. Of course, millions of other economic agents will also be trying to obtain dollars by selling yuan. All of these agents make up the dollar demand curve.

To understand why the demand curve for dollars in exchange for yuan is downward-sloping, consider an appreciation of the dollar—in other words, a depreciation of the yuan. A dollar appreciation would move the exchange rate from A to B in panel (a) of Exhibit 15.3. The dollar appreciation implies that each dollar buys more yuan, that each yuan buys fewer dollars, and that the price of each Boeing aircraft is now greater in yuan. The Chinese airline’s revenues are paid (largely) in yuan, so the relevant price for Air China is the price of the Boeing Dreamliner in yuan. The higher yuan-denominated price for the Dreamliner leads Air China to reduce the quantity of Dreamliners demanded. This implies that the quantity of

---

**Exhibit 15.3 The Foreign Exchange Market under a Flexible Exchange Rate Regime**

The demand for dollars in exchange for yuan in panel (a) is downward-sloping because a dollar appreciation (a movement from A to B) increases the price of U.S. goods faced by Chinese firms and consumers, reducing the quantity of goods they demand and thereby reducing the quantity of dollars they demand. The supply of dollars in exchange for yuan in panel (b) is upward-sloping because a dollar appreciation (a movement from A to B) increases the quantity of goods purchased by U.S. buyers from Chinese producers, thus raising the dollar earnings of Chinese producers and the quantity of dollars that they supply to the foreign exchange market. The intersection of the demand and supply curves in panel (c) gives the equilibrium exchange rate in a flexible exchange rate regime.
dollars demanded will fall—with fewer aircraft demanded, fewer dollars will be demanded. We’ve just shown how an appreciation of the dollar leads to a reduction in the quantity of dollars demanded. Examples like this imply that the demand curve is downward-sloping, as shown in the exhibit.

The dollar supply curve, shown in panel (b) of Exhibit 15.3, represents the relationship between the quantity of dollars supplied and the exchange rate. Traders who are trying to obtain yuan by selling dollars are represented by this dollar supply curve. For example, Chinese manufacturers that export their products are often paid in dollars and they need to exchange these dollars into yuan so they can pay their workers and suppliers. All of the millions of households and firms supplying dollars in exchange for yuan make up the dollar supply curve.

The reason that the supply curve (for dollars in exchange for yuan) slopes up is related to the reason that the demand curve (for dollars in exchange for yuan) slopes down. When the dollar appreciates (yuan depreciates) and we move from exchange rate A to exchange rate B, each dollar buys more yuan. This implies that the prices of all Chinese products, such as the toys produced by Chinese manufacturers, become less expensive in U.S. dollars—recall that when we draw supply (or demand) curves, we are holding constant all other prices, such as the yuan-denominated price of toys manufactured in China. Because an appreciation of the dollar enables U.S. consumers to pay fewer dollars for each good they import from China, U.S. consumers and companies increase their purchases of Chinese goods. This implies greater dollar revenues for Chinese firms, and thus a greater quantity of dollars supplied by them to the foreign exchange market. To sum up, a rising yuan-dollar exchange rate leads to a greater quantity of dollars supplied, so the supply curve is upward-sloping.

The equilibrium exchange rate under a flexible exchange rate regime is given by the foreign exchange equilibrium, which corresponds to the exchange rate that equates the quantity supplied and the quantity demanded. This intersection of the supply and demand curves is shown in panel (c) of Exhibit 15.3 at quantity $q^*$ and price (yuan-dollar exchange rate) $e^*$. As we have already noted, the yuan-dollar exchange rate is not flexible but managed, so panel (c) shows what the yuan-dollar exchange rate would be if there were no Chinese government intervention. In fact, the Chinese government has been slowly reducing the scope of its foreign exchange market interventions, leading the yuan-dollar market to move closer to the situation that would arise under a flexible exchange rate regime like that in panel (c).

What happens to the equilibrium exchange rate if Air China unexpectedly faces a higher demand for air travel in China? Air China would need more aircraft. For example, its demand curve for aircraft would shift so that, at unchanged prices, it would now demand 10 Dreamliners instead of 5. In this case, again keeping prices including the exchange rate fixed, Air China’s demand for dollars would increase by $5 \times 200$ million = $1$ billion. In terms of Exhibit 15.3, this corresponds to a $1$ billion rightward shift of the dollar demand curve, as illustrated in Exhibit 15.4.
Under a flexible exchange rate, the rightward shift in the dollar demand curve causes the equilibrium yuan-dollar exchange rate to increase, implying that a dollar will now buy more yuan. Using the terminology we introduced earlier we can see that, with flexible exchange rates, in response to the increased demand for Boeing aircraft, the dollar would appreciate against the yuan or, equivalently, the yuan would depreciate against the dollar.

**How Do Governments Intervene in the Foreign Exchange Market?**

How does equilibrium work when an exchange rate is not flexible? If a government attempts to control the value of its exchange rate through a managed or fixed exchange rate system, we say that the exchange rate is being “pegged” by the government.

Though this may no longer be the case, Chinese authorities have historically chosen an exchange rate that makes the yuan substantially undervalued relative to the dollar. By implication this means that the dollar is somewhat overvalued relative to the yuan. Exhibit 15.5 illustrates the yuan-dollar foreign exchange market and reveals what it means for the yuan to be undervalued and the dollar to be overvalued. The exchange rate is pegged at the level shown by the solid purple line. The dollar is overvalued because the dollar is worth more yuan than it would have been under a flexible exchange rate regime. The flexible equilibrium is still represented by $e^*$. The pegged exchange rate is above the market-clearing price at the intersection of the supply and demand curves.

At the exchange rate corresponding to the peg, the quantity supplied exceeds the quantity demanded. If the Chinese authorities simply announce the peg and do nothing else, the forces of supply and demand will lower the yuan-dollar exchange rate below the peg. Recall that the supply curve represents the quantity of dollars supplied to the yuan-dollar foreign exchange market at a particular yuan-dollar exchange rate. If that quantity supplied exceeds the quantity demanded at a particular yuan-dollar exchange rate, there will be an excess supply of dollars, which will drive down the price of dollars. In other words, the price of dollars—the exchange rate—will fall, so the dollar will depreciate against the yuan. This process will lower the yuan-dollar exchange rate from the peg toward the market-clearing price at the intersection of the supply and demand curves.

This analysis shows that simply announcing a target exchange rate will have little or no effect on the exchange rate that will prevail in the foreign exchange market. Because the quantity of dollars supplied exceeds the quantity of dollars demanded at the pegged yuan-dollar exchange rate, Chinese authorities would need to soak up this excess supply by buying dollars and selling yuan. Exhibit 15.5 shows that to maintain the peg above the...
market-clearing exchange rate—in other words, to keep the dollar overvalued—Chinese authorities would have to continuously purchase dollars and sell yuan.

In fact, this is exactly what they have been doing. Between 1990 and 2013, the Chinese central bank increased its holdings of foreign reserves from about $30 billion to more than $3,800 billion. Most of these reserves are in dollars, but the Chinese central bank has bought other currencies as well. The analysis in Exhibit 15.5 shows why dollar purchases were necessary, given the fact that the yuan has been pegged to the dollar at exchange rates that overvalued the dollar and therefore undervalued the yuan.

Later in this chapter we’ll explain why the Chinese government has gone to all this trouble: an overvalued dollar (undervalued yuan) increase the net exports of China.

**Defending an Overvalued Exchange Rate**

Exhibit 15.5 makes it look easy to defend a fixed exchange rate. The Chinese authorities bought dollars, building up their dollar reserves. In exchange, the Chinese authorities supplied yuan. This was simple to achieve because a country with a national currency, like the Chinese yuan, has the right to print or electronically create as many units of that currency as it wants. So, at least in the short run, defending an undervalued yuan appears feasible. However, it is not as easy to defend an exchange rate when your currency is overvalued.

In many cases, countries try to peg their exchange rate at a level that overvalues their own currency. To see why a country might do so, let’s consider the example of Mexico and analyze the peso-dollar exchange rate, with the convention that the exchange rate is measured in pesos per dollar. Why would the Mexican government want the peso to be overvalued and the dollar to be undervalued?

Most countries regularly borrow from foreign lenders. In developing countries like Mexico, these loans are typically denominated in dollars. So the Mexican borrowers receive dollars when they take out their loans and pay back dollars, not pesos, at the end of the loan period. To work through a numerical example, imagine that Mexican borrowers, including the Mexican government and Mexican companies, owe $1 billion to U.S. banks. If the peso-dollar exchange rate is 10, meaning that 10 pesos purchase one dollar, then Mexican borrowers need 10 billion pesos to pay back their dollar-denominated debts.

Now suppose that at the exchange rate of 10 pesos per dollar, the dollar is undervalued and that its market-clearing price under a flexible exchange rate regime would be 20 pesos per dollar instead. What would happen if the Mexican government allowed the undervalued dollar to appreciate, which is equivalent to allowing the overvalued peso to depreciate? This situation would have several implications, one of which is that Mexican borrowers would now need to give up 20 billion pesos instead of just 10 billion pesos to pay back their debts of $1 billion. Allowing the dollar to appreciate, and hence the peso to depreciate, has suddenly doubled the number of pesos that are needed to pay back the dollar-denominated debts of Mexican borrowers.

Having an overvalued peso also has other benefits for Mexico. An undervalued dollar—hence, an overvalued peso—lowers the cost that Mexican consumers pay in pesos to import goods from the United States. Consequently, the Mexican government can keep prices and inflation low by keeping the dollar undervalued and the peso overvalued. For example, suppose that an iPhone costs $400 to import into Mexico. If the Mexican exchange rate is 10 pesos per dollar, then the local cost will be 4,000 pesos. This is a lower iPhone price (in pesos) than if the peso-dollar exchange rate rises to 20 pesos per dollar. In that case, the local cost of the iPhone doubles to 8,000 pesos. Price increases like this raise the overall inflation rate in Mexico.

Another reason that countries maintain an overvalued exchange rate is because a fall in the value of a currency is often perceived as a failure of government policies. A currency that is depreciating (sometimes confusingly called a “weak currency”) is at times perceived to be a sign of a weak government or a weak country. This perception can be a problem for incumbent politicians in democratic countries. For this reason, officials at the U.S. Treasury Department frequently repeat the mantra that they support a “strong dollar policy.” The American public doesn’t like to hear politicians associate anything “weak” with the United States, including its currency. However, as we have learned, a “weak” currency is exactly what the non-democratic Chinese government has pursued for decades.
Whatever their motivations, many governments have intervened in the foreign exchange market to maintain an overvalued national currency. But overvaluation is also costly, as we will discuss below. In addition, overvalued currencies are much harder to defend than undervalued ones. Exhibit 15.6 plots the situation for an overvalued peso, which implies an undervalued dollar. Exhibit 15.6 is very similar to Exhibit 15.5, except that the solid purple line corresponding to the peg value is now below the market-clearing price, $e^*$, at the intersection of the supply and demand curves (again marked with the dotted line in the exhibit). Thus the peso-dollar exchange rate is below what it would have been under a flexible exchange rate regime, and in particular, the dollar is worth fewer pesos than it would be at the market-clearing price. Hence, the dollar is undervalued and the peso is overvalued.

Exhibit 15.6 illustrates how the Mexican authorities would in principle defend an overvalued peso (and thus keep the dollar undervalued). This exhibit differs from Exhibit 15.5, where the quantity of dollars supplied exceeded the quantity of dollars demanded. In Exhibit 15.6, the quantity of dollars supplied falls short of the quantity of dollars demanded. To maintain the peso-dollar exchange rate at the value corresponding to the peg, the Mexican authorities have to sell dollars and purchase pesos. The Mexican authorities can certainly do this if they have substantial dollar reserves. But how long can they keep up this policy?

In the situation depicted in Exhibit 15.5, the Chinese authorities can print or electronically create as many yuan as they want, so they could perpetually supply yuan to buy dollars if they wished. Likewise, Mexican authorities can create as many pesos as they want, but sustaining an overvalued peso relative to the dollar does not rely on the creation of more pesos. Instead, the Mexican authorities need to keep selling dollars to sustain an overvalued peso. Because they can’t create new dollars, the Mexican authorities have to use their pre-existing dollar reserves, which are limited. If the quantity of dollars they need to supply exceeds their reserves, they won’t be able to sustain an overvalued peso. At the moment it becomes clear that their dollar reserves are going to run out, defending the overvalued peso becomes impossible. Whatever their public announcements, the Mexican authorities will then have to give up the peg and allow the peso to depreciate and the dollar to appreciate, which implies that the number of pesos per dollar—the peso-dollar exchange rate—will rise.

This discussion highlights the observation that overvalued exchange rates can be defended for a while—as long as the dollar reserves of the country defending the exchange rate last. But this scenario cannot continue indefinitely. If the peso-dollar exchange rate is too low relative to what supply and demand dictate—meaning that the dollar is undervalued and the peso is overvalued—there will continue to be an excess demand for dollars, and this excess demand will keep draining the dollar reserves of the Mexican authorities who are trying to defend the overvalued peso.

Market pressure often pushes prices in financial markets, including exchange rates, back to their market-clearing levels, no matter what the government tries to do.
Market pressure often pushes prices in financial markets, including exchange rates, back to their market-clearing levels, no matter what the government tries to do. In some cases, this pressure works gradually. In other cases, like the example we discuss in our Evidence-Based Economics feature, the pressure ends up generating explosive fallout.

Some developing countries with fixed exchange rates announce an official exchange rate that overvalues their local currency and then ration who gets the privilege of exchanging the local currency for dollars at the overvalued exchange rate. In particular, the situation has some similarities to Exhibit 15.6, which depicts an undervalued dollar and, by implication, an overvalued foreign currency. As in Exhibit 15.6, at the official pegged exchange rate the supply of dollars falls short of the demand for dollars, but, with rationing, some of the demand for dollars will not be met by the government. The government will pick and choose who gets to sell the local currency at the price that undervalues dollars and overvalues the local currency. In cases like this, a black market—the name for the underground market, in this case for dollars—comes into existence. A black market is part of the broader underground economy, which includes all transactions that are hidden from the government. The exchange rate on the black market, which is determined by supply and demand, will be less favorable to sellers of local currency than the official pegged exchange rate.

For instance, in Venezuela in 2009, the official exchange rate was 2.15 bolivares to the dollar, but the black market exchange rate was roughly 5 bolivares to the dollar. Hence, a Venezuelan who wanted to sell 1,000 bolivares in exchange for dollars would get $465 at the official exchange rate, but only $200 at the black market exchange rate. As you can see in this case, everybody with bolivares would have liked to purchase dollars at the more advantageous official rate. But the Venezuelan government did not allow this and simply refused to sell dollars at the official exchange rate to all Venezuelans who asked to buy dollars with bolivares. Those who are denied dollars have to either make do without the dollars or pay the much higher price for dollars on the black market—in this case the black market rate was more than twice as high.

To further complicate matters, many people who receive dollars at the official exchange rate are likely to turn around and sell them at the much higher black market rate. Such black market sales are illegal, but in most cases the black market transactions are prosecuted only if they are conducted by political enemies of the government. Can you see who benefits from the system? Not surprisingly, many governments maintain overvalued exchange rates as a way of rewarding friends, cronies, and themselves. They can benefit directly from having access to the official and artificially cheap dollars. The system ultimately collapses, however, because it is inefficient. But while it lasts, politicians and their buddies make billions in profits.

From 1990 to 1992 the British pound had an exchange rate that was pegged against the German mark, the currency that Germany used before its current currency, the euro. The mark-pound exchange rate was initially pegged at a value that required little government intervention. However, in 1992, changing market forces put pressure on the British pound to depreciate. During the summer of 1992, the British authorities spent about $24 billion of foreign currency reserves to defend the pegged value of the pound. The British authorities were running low on foreign currency reserves when a new wave of pound sales hit the market on September 16, 1992. At the end of that day, the British authorities gave up trying to prop up its currency and accepted a sharp depreciation, as shown in Exhibit 15.7. This day came to be known as Black Wednesday.
The events leading up to Black Wednesday yielded winners and losers. The winners were the currency traders, especially George Soros. He had bet against the pound by borrowing about $10 billion worth of pounds and then using those pounds to purchase German marks. Following Black Wednesday, the German mark became more valuable relative to the pound and, consequently, the $10 billion of pound-denominated debts that Soros owed were cheaper to pay off with appreciated marks. Soros is believed to have made over $1 billion of profits on these transactions. These trading profits benefited Soros and the investors in his hedge fund.

In making these investments, Soros was employing basic economic reasoning. He understood that the British government was running out of foreign currency reserves, like German marks, in the summer of 1992. Soros was able to generate billions of dollars of additional sales of the British government’s foreign currency reserves—Soros used pounds to buy $10 billion worth of marks on the foreign exchange market—which helped force the British authorities’ hand. Soros’s pound sales and mark purchases accelerated the pace of the British government’s reserve losses, convincing the government that it couldn’t resist the tide of pound selling.

The losers from Black Wednesday included the British government, which suffered enormous losses because it spent billions of dollars of foreign currency reserves to prop up the pound. By selling foreign currency reserves that would subsequently appreciate against the pound, the British government ended up with trading losses of approximately $6 billion worth of pounds.
Question Answer Data Caveat

How did George Soros make $1 billion?

George Soros bet against an overvalued British pound just before the pound depreciated. Soros borrowed pounds and then used those pounds to buy German marks. On September 16, 1992, a day that came to be known as Black Wednesday, the British authorities succumbed to market pressure and devalued the pound. At this moment, Soros’s investments in German marks became more valuable than his pound-denominated debts. Soros was able to forecast the pound’s depreciation because British foreign currency reserves were rapidly running down during the summer of 1992.

Exchange rate and reserves data.

George Soros and other speculators have made many bets against currencies they thought were overvalued, but these bets have not all been successful because authorities can sometimes successfully defend overvalued exchange rates.

---

15.3 The Real Exchange Rate and Exports

So far we’ve focused on the nominal exchange rate. That’s the exchange rate that you read about in the newspaper each day and is also the exchange rate that equates quantity supplied and quantity demanded in the foreign exchange market. However, it is a different exchange rate—the so-called real exchange rate—that is actually crucial for the macroeconomy and for trade. We now define the concept of the real exchange rate and explain why it plays such an important role in influencing trade flows.

From the Nominal to the Real Exchange Rate

As we have seen, for its sourcing decisions Walmart compares the costs of domestic manufacturers and foreign manufacturers, adjusting for the exchange rate. For example, holding quality fixed, Walmart compares the implied dollar price of the toy manufactured in China to the dollar price of a similar toy manufactured in the United States. In essence, Walmart is interested in the following ratio:

\[
\frac{\text{Dollar price of U.S. toy}}{\text{Dollar price of Chinese toy}}
\]
If this ratio is greater than 1, U.S. toys are more expensive than Chinese toys and Walmart buys from the Chinese supplier. On the other hand, if this ratio is less than 1, a U.S. toy is less expensive than a Chinese toy and Walmart buys from the U.S. supplier.

This ratio incorporates two different kinds of information: the prices of the toys in their respective domestic currencies and the yuan-dollar exchange rate that enables Walmart to convert yuan prices to dollar prices. The numerator is just the price that U.S. suppliers quote Walmart. If the U.S. manufacturer will supply toys to Walmart at $5 per toy, then $5 is the numerator.

To calculate the dollar price of the Chinese toy, we need to take the Chinese price (in yuan) and multiply it by the number of dollars per yuan. Recall that \( e \) is the yuan-dollar nominal exchange rate, defined as the number of yuan per dollar. The number of dollars per yuan is given by \( \frac{1}{e} \). Thus the dollar price of Chinese toys can be calculated as

\[
\text{Dollar price of Chinese toy} = (\text{Yuan price of Chinese toy}) \times \frac{\text{Dollars}}{\text{Yuan}} = (\text{Yuan price of Chinese toy}) \times \frac{1}{e}.
\]

For example, if a Chinese toy has a price of 20 yuan and the nominal exchange rate is 6.05 yuan per dollar, then the dollar price of the Chinese toy is \( \frac{20}{6.05} = \$3.31 \) per toy.

Let's put these pieces together. We can now rewrite our initial ratio this way:

\[
\frac{\text{Dollar price of U.S. toy}}{\text{Dollar price of Chinese toy}} = \frac{\text{Dollar price of U.S. toy}}{(\text{Yuan price of Chinese toy}) \times \frac{1}{e}} = \frac{\text{Dollar price of U.S. toy} \times e}{\text{Yuan price of Chinese toy}}.
\]

This ratio represents the relative price, adjusted for the exchange rate, of U.S. and Chinese toys. All companies make these calculations when sourcing their products.

Because this ratio is at the heart of every firm’s sourcing decisions, economists have developed a special name for it. We define this ratio for a general basket of goods and services and refer to it as the real exchange rate. The real exchange rate for the United States is defined as the ratio of the dollar price of a basket of goods and services in the United States divided by the dollar price of the same basket of goods and services in a foreign country, for instance, China. Echoing the previous derivation for the toy example, the overall real exchange rate for the United States and China is written as:

\[
\frac{\text{Dollar price of U.S. basket}}{\text{Dollar price of Chinese basket}} = \frac{(\text{Dollar price of U.S. basket}) \times e}{\text{Yuan price of Chinese basket}}.
\]

The dollar price of a U.S. basket refers to the price of a basket of goods and services in the United States. The yuan price of a Chinese basket is the price of the same basket in China. By using the nominal exchange rate, we make the U.S. basket, priced in dollars, and the Chinese basket, priced in yuan, comparable.

### Co-Movement Between the Nominal and the Real Exchange Rates

The previous equation makes it clear that the real exchange rate depends partially on the nominal exchange rate and partially on the ratio of U.S. prices and Chinese prices. If U.S. and Chinese prices don’t respond to a change in the nominal exchange rate, then the real exchange rate should move proportionally with the nominal exchange rate. This is indeed the case in the short run but not necessarily in the long run.

Let’s first consider the short-run consequences of a change in the nominal exchange rate. Exhibit 15.8 plots both the nominal exchange rate between British pounds and U.S. dollars (pounds per dollar, normalized to 100 in 1950, in blue) and the real exchange rate between the two currencies (dollar prices in the United States...
The Real Exchange Rate and Exports

15.3 The Real Exchange Rate and Exports

The real exchange rate is the key determinant of whether Walmart is stocking its U.S. store shelves with U.S. or Chinese products and whether Shanghai Bailian—a Chinese big-box
retailer like Walmart—is stocking its shelves (in China) with U.S. or Chinese products. When the yuan-dollar real exchange rate appreciates, U.S. goods become more expensive relative to Chinese goods, so more stores in the United States prefer to import from China and more stores in China, like Shanghai Bailian, prefer to buy local products rather than to import from the United States. Exhibit 15.9 summarizes these optimizing decisions.

Now recall that net exports are defined as exports minus imports:

\[ \text{Net exports} = \text{Exports} - \text{Imports}. \]

Exhibit 15.10 plots the net exports curve, denoted by \( NX(E) \), which shows the relationship between net exports and the real exchange rate, denoted as \( E \). This relationship is downward-sloping because when the yuan-dollar real exchange rate appreciates (implying a higher value of \( E \)), U.S. exports to China tend to fall and U.S. imports from China tend to increase.

Notice also that there is a particular value of the real exchange rate, marked as \( E^* \) in Exhibit 15.10, where net exports are equal to zero. When the real exchange rate is above \( E^* \), net exports are negative (a trade deficit), and when the real exchange rate is below \( E^* \), net exports are positive (a trade surplus). The real exchange rate usually can’t stay far above \( E^* \), because large permanent trade deficits tend to be unsustainable. A large permanent trade deficit leads to an ever-rising debt to foreign countries. At some point, foreign countries will get nervous that this debt won’t be repaid. When that happens, they will start selling their U.S. assets, driving down the nominal dollar exchange rate, which causes \( E \) to fall toward \( E^* \).

15.4 GDP in the Open Economy

We now analyze the macroeconomic implications of changes in the real exchange rate. Let’s focus on an appreciation of the real exchange rate. To understand the consequences of this change, let’s return to the national income accounting identity, which was introduced in Chapter 5:

\[ Y = C + I + G + X - M. \]
Our discussion of the yuan-dollar nominal exchange rate, which is illustrated in Exhibit 15.5, implies that the yuan has been historically undervalued (and the dollar has been overvalued). To hold down the value of the yuan (and thereby prop up the value of the dollar), the Chinese authorities have sold yuan and purchased dollars (about $2 trillion).

Why would the Chinese authorities try to keep the dollar overvalued? Exhibit 15.10 provides the answer: an overvalued real dollar exchange rate implies greater net exports from China to the United States. Chinese authorities have been supporting an overvalued dollar in order to boost Chinese exports. A consequence of the overvalued yuan-dollar real exchange rate—an exchange rate above the equivalent of $\text{E}^{*}$ in Exhibit 15.10—is the large trade deficit that the United States runs with China.

Exhibit 15.11 shows that this trade deficit was approximately $300 billion in 2013. Export growth has been a key pillar of China’s growth strategy since the 1980s. This strategy might boost the rate of Chinese growth, but it does come with costs for China, not to mention the rest of the world. An undervalued Chinese yuan hurts Chinese workers by lowering their buying power because it makes their imports from the rest of the world more expensive. In addition, an undervalued Chinese yuan creates diplomatic problems with China’s trading partners. Higher Chinese exports to the United States distort economic activity in the United States by crowding out industries that compete with Chinese manufacturers. This situation creates considerable friction between the United States and China.

Here \( Y \) represents GDP, \( I \) represents investment (in plants, equipment, and residential construction), \( C \) represents consumption, \( G \) represents government expenditure, and \( X - M \) represents net exports (all for the U.S. economy).

The appreciation of the real exchange rate reduces net exports and causes a decline in GDP—holding all else equal, a decline in \( X - M \) on the right-hand side of the national income accounting identity reduces \( Y \) or GDP. We can trace out these macroeconomic implications using the labor supply and labor demand diagram introduced in Chapter 9 and used for the analysis of macroeconomic fluctuations in Chapters 12 and 13. Exhibit 15.12 presents the model with downward wage rigidity.

To illustrate how GDP responds to the changes in net exports, suppose that the dollar appreciates and net exports decline. In particular, the foreign demand for certain U.S. products—let’s say machine tools—declines because the appreciation of the dollar has made these goods more expensive for foreigners. This decline in demand for machine tools implies that machine-tool producers will shift their labor demand to the left. As shown in Exhibit 15.12, the leftward shift of labor demand induced by the appreciation of the dollar will translate into lower employment and a new pool of unemployed workers.

We also need to consider multiplier effects, which were introduced in Chapter 12. For instance, job losses in an export industry will cause unemployment, and the newly
unemployed workers will reduce consumption, thereby affecting other industries. In this way, a decline in net exports might have spillover effects, leading to a larger aggregate economic contraction than the direct effect of the reduction in net exports.

### Interest Rates, Exchange Rates, and Net Exports

We just explained that an appreciation of the real exchange rate will reduce GDP. Now we explain how expansionary monetary policy can reverse this contraction by lowering the real exchange rate and increasing net exports.

Imagine that we start from the real exchange rate $E_1$, as drawn in Exhibit 15.10. Assume that the domestic interest rate falls as the result of expansionary monetary policy. Such a decrease will cause foreigners—say, Europeans—to reduce their holdings of U.S. assets (because with a lower interest rate, the rate of return on U.S. assets relative to foreign assets has declined, making them less attractive). But to do so they need to exchange dollars for euros, and thus there will be a greater supply of dollars from Europeans. The greater supply of U.S. dollars will shift the dollar supply curve to the right in the foreign exchange market. Because the dollar-euro exchange rate is flexible, this greater supply of dollars will lead to a depreciation of the dollar relative to the euro.

In Exhibit 15.10, this depreciation means moving toward a lower real exchange rate, say from $E_1$ to $E^*$, which increases net exports from $NX_1 < 0$ to $NX = 0$. In summary, a decrease in U.S. interest rates causes a depreciation of the U.S. dollar, a depreciation in the dollar real exchange rate, and an increase in U.S. net exports.

---

**Exhibit 15.12 Employment Falls When the Real Exchange Rate Appreciates**

A decline in net exports (such as the move from trade balance to $NX_1$ in Exhibit 15.10) reduces the demand for the goods and services supplied by certain domestic producers, and this reduces labor demand. With downward rigid wages, the lower labor demand translates into unemployment.
On the other hand, contractionary monetary policy will have the opposite impact. When the Fed raises the domestic interest rate, this makes U.S. assets more appealing, which causes foreigners to increase their holdings of U.S. assets. Their increased purchases of U.S. assets cause a rightward shift in the demand curve for dollars, raising the equilibrium nominal exchange rate. This in turn causes the real exchange rate to appreciate, reducing net exports.

Summing up, the Fed can increase net exports by lowering domestic interest rates or can lower net exports by raising domestic interest rates.

Revisiting Black Wednesday

With the help of this discussion, we can revisit the British experience in the early 1990s. As we discussed in the Evidence-Based Economics feature, the British pound came to be overvalued relative to the German mark and this overvaluation eventually led to the sharp depreciation of the pound on Black Wednesday.

The scenario depicted in Exhibits 15.10 and 15.12 reflects the situation of the British economy during 1991 and 1992. The overvalued pound was reducing British GDP. The British economy was effectively at real exchange rate \( E_1 \) in Exhibit 15.10 and the corresponding point with employment given by \( L_1 \) in Exhibit 15.12.

You might be wondering why the British authorities thought that they could defend the pound despite its overvaluation. The answer is that they believed that the overvaluation was temporary.

The British authorities’ optimistic beliefs were not entirely groundless. We have so far explained how a nominal exchange rate depreciation can eliminate overvaluation of a currency. But there is another solution that can occur whether or not a country has a flexible exchange rate. Due to the lower net exports shown in Exhibit 15.10, domestic firms might cut their prices to become more competitive, and this would reduce the ratio of domestic prices to foreign prices. Recall that the real exchange rate is

\[
E = \frac{(\text{Domestic prices}) \times e}{\text{Foreign prices}}.
\]

A falling ratio of domestic to foreign prices (holding \( e \) fixed) would correspond to a falling real exchange rate, boosting net exports, raising labor demand, and increasing GDP.

In 1992, the British authorities anticipated that British prices would fall relative to the prices of their trading partners and that this would eliminate the overvaluation of the pound because more foreign countries would choose to import goods from the United Kingdom (shifting the demand curve for the pound to the right). However, such domestic price adjustments take a long time to occur, something the British authorities didn’t realize at first. By the time they learned this lesson the overvalued pound had already depressed British net exports and caused a severe recession. As the real exchange rate was showing little sign of improvement and British foreign reserves were running out, the stage was set for Black Wednesday and the sharp depreciation of the pound’s nominal exchange rate.

Consistent with the models discussed in this chapter, the depreciation of the pound on Black Wednesday led to a decline in the pound’s real exchange rate, an expansion of British net exports, and a corresponding increase in the aggregate level of economic activity. In fact, the British economy did so well after Black Wednesday, growing on average at 3.6 percent per year during the next 3 years, that some commentators switched to calling the day that Soros broke the pound “White Wednesday.” Pegging the pound to the mark had been damaging the UK economy. Letting market forces determine the price of the pound turned out to be the best policy after all.
Both Europe and the United States were plunged into recession during the 2007–2009 financial crisis. The economic contraction and its aftermath have been worse in Europe, as you can see in Exhibit 15.13. In 2013, U.S. real GDP was 7.6 percent above its 2007 pre-crisis level. In 2013, eurozone real GDP was still 0.3 percent below its 2007 pre-crisis level.

Many economists believe that the greater severity and duration of the economic crisis in Europe has in part been due to the inability of European exchange rates to adjust. Since January 1, 1999, major European economies (excluding the United Kingdom) have been part of the eurozone, which means that they use a single currency, the euro. This is referred to as a currency union, a form of fixed exchange rate, in which, by using the same currency, all of these economies are pegging their exchange rates to each other.

As we have seen, when the exchange rate can change, countries can devalue their currencies and thus increase their net exports, stimulating the economy. This is not possible when a country is a member of a currency union (unless the common currency itself is devalued). Compounding this problem, there is the mismatch between the needs of different European economies. Germany has been doing relatively well compared to the rest of Europe. In 2013, German real GDP was 5.9 percent above its 2007 pre-crisis level. Many other eurozone economies have done much less well. The aggregate real GDP of Greece, Ireland, Italy, Portugal, and Spain, was 7.2 percent lower in 2013 than it was in 2007.

If these countries had independent monetary authorities, they might have adopted highly expansionary monetary policies, stimulating their economies and reducing their real exchange rates. This would have increased their net exports and boosted demand for labor. However, the eurozone currency union has necessitated a one-size-fits-all monetary policy, which has ended up being insufficiently expansionary for Greece, Ireland, Italy, Portugal, and Spain.

Exhibit 15.13 Real GDP Set to 100 in 2007

This exhibit plots the path of real GDP in four economic regions: the United States, Germany, the entire eurozone, and a subset of eurozone economies that were particularly hard hit by the financial crisis (Greece, Ireland, Italy, Portugal, and Spain). All of the data is normalized to 100 in 2007 to simplify comparisons. This is done by dividing all of the real GDP observations for a specific country by the value of real GDP for that country in 2007 and then multiplying by 100.

Sources: World Bank Databank and International Monetary Fund World Economic Outlook Database.

Summary

The nominal exchange rate is the number of units of foreign currency per unit of domestic currency. The real exchange rate, on the other hand, gives the ratio of the dollar price of a basket of goods and services purchased in the United States to the dollar price of the same basket purchased in a foreign country.

The nominal exchange rate is determined by the supply and demand for a currency in the foreign exchange market. When a Chinese producer sells goods to a U.S. firm and receives dollars, the Chinese firm converts the dollars to the
Chinese currency, the yuan, in the foreign exchange market. This is equivalent to demanding yuan and supplying dollars in the foreign exchange market. On the other hand, a Chinese firm that imports from the United States would be doing the opposite in the foreign exchange market: supplying yuan and demanding dollars with which it will pay its U.S. trading partners.

When a country has a flexible exchange rate, changes in the supply and demand for a currency lead to fluctuations in the nominal exchange rate. Many countries, however, manage or fix exchange rates and therefore peg their currencies to another currency, such as the dollar. Under managed or fixed exchange rates, fluctuations in the supply and demand for the currency do not necessarily lead to fluctuations in the exchange rate.

Though managed or fixed exchange rate systems might appear more stable at first, when the exchange rates they generate are out of line with market forces, these systems can lead to sudden changes in the exchange rate. In the process, they create huge profit opportunities, like the one exploited by the financier George Soros when he bet that the British pound would be allowed to depreciate.

The real exchange rate is a key price for the economy in part because it determines net exports. A real exchange rate greater than 1 implies that U.S. goods and services are more expensive than foreign goods and services. Thus a real exchange rate above 1 discourages exports and encourages imports, reducing net exports.

A fall in net exports lowers GDP and shifts the labor demand curve to the left. Domestic interest rates influence the real exchange rate. A fall in domestic interest rates reduces the appeal of U.S. assets to foreign investors, lowering both the nominal and the real exchange rates. The resulting rise in net exports shifts the labor demand curve to the right and increases GDP.

Questions

1. How is the nominal exchange rate between two currencies defined?
2. Suppose that the price of a car manufactured in the U.S. remains unchanged. If the U.S. dollar depreciates against the South Korean won, will the price of the car, in terms of the won, become higher or lower? Explain.
3. Distinguish among flexible, fixed, and managed exchange rates.
4. What does the demand curve for dollars show? Why does the demand curve for dollars slope downward?
5. How is the equilibrium exchange rate determined under a flexible exchange rate regime?
6. What does it mean to say that, at an exchange rate of 1 USD = 60 INR, the U.S. dollar is overvalued and the Indian rupee is undervalued?
7. Why might a country peg its exchange rate at a level that overvalues its own currency?
8. How did George Soros benefit from the overvaluation of the British pound?
9. “Holding all else constant, a nominal depreciation of the U.S. dollar against the Japanese yen leads to a real depreciation of the U.S. dollar against the Japanese yen.” Is this statement true or false?
10. How does a change in a country’s real exchange rate affect its net exports?
11. Explain how an increase in the real interest rate affects the GDP in an open economy.
12. The economy of Freedonia is currently faced with negative net exports and high unemployment. Explain two measures that the Freedonian central bank could take to increase net exports and lower unemployment.

Key Terms
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Select questions are available in MyEconLab for practice and instructor assignment.
Problems

Select problems are available in MyEconLab for practice and instructor assignment. Problems marked "update with real-time data.

1. Suppose that the country Argonia follows a flexible exchange rate regime. The exchange rate between the Argonian dollar (AGD) and the U.S. dollar (USD) is currently 1 AGD = 3 USD.
   a. Use a graph to show the equilibrium in the foreign exchange market with the U.S. dollar-Argonian dollar exchange rate on the vertical axis and the quantity of Argonian dollars on the horizontal axis.
   b. Suppose that the global demand for apricots grown in Argonia increases sharply. Other things being unchanged, how would this affect the value of the Argonian dollar? Use the graph to explain.

2. During the Asian financial crisis of 1997, Malaysia faced a speculative attack on its currency, ringitt. As a result, massive sale of ringitts in the foreign exchange market led to a large depreciation of ringitt against the U.S. dollar.
   a. How can the Malaysian central bank intervene in the foreign exchange market to maintain the exchange rate? Draw a graph of foreign exchange market to explain your answer. In your graph, the horizontal axis is labeled as quantities of ringitts transacted in the foreign exchange market.
   b. Based on your answer from part a, is such government intervention sustainable?
   c. The Malaysian government eventually imposed capital control by restricting the outflow of the U.S. dollars. Explain how this helps in stabilizing the ringitt-dollar exchange rate?

3. As discussed in the chapter, Venezuela has an official exchange rate as well as a black market exchange rate. The following chart shows the official nominal exchange rate between the Venezuelan bolivar (VEF) and the US dollar (USD).

```
<table>
<thead>
<tr>
<th>Year</th>
<th>VEF per 1 USD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>4.5</td>
</tr>
<tr>
<td>2014</td>
<td>6.5</td>
</tr>
</tbody>
</table>
```

The Venezuelan authorities increased the value of the VEF/USD nominal exchange rate from 4.3 VEF per dollar to 6.3 VEF per dollar in February 2013. However, in January 2014, buyers and sellers in the black market were exchanging the bolivar for the dollar at a rate of 79 VEF per dollar, leading commentators to believe that the official exchange rate of the VEF is highly overvalued.

a. Assuming the black market exchange rate reflects what the equilibrium exchange rate would be, use a graph to show the overvalued official exchange rate and the equilibrium exchange rate in the market for VEF. The vertical axis should be expressed as VEF per dollar.

b. Why might the Venezuelan government choose to maintain an overvalued official exchange rate?

4. The Evidence-Based Economics feature in the chapter discusses how George Soros’s hedge fund made money by betting on the devaluation of the British pound. Interestingly, Soros also made money betting against the Thai baht. In 1997, the baht had been continually falling against the U.S. dollar. The Bank of Thailand attempted to defend its overvalued exchange rate—the Thai baht (THB) was pegged to the U.S. dollar at a rate of 25 THB per U.S. dollar. Explain how each of the following factors made it difficult for the Thai authorities to continue to defend their exchange rate, leading to a sharp devaluation.

   a. The government’s reserves of U.S. dollars fell to a 2-year low in 1997.
   b. A very high level of corporate debt in Thailand was denominated in U.S. dollars.

5. Suppose that country Lova has zero net exports. Use the labor market diagram to explain how country Hapa’s expansionary monetary policy affects Lova’s employment.

   a. Suppose that country Lova’s exchange rate is set above its equilibrium level. From the perspective of Lova, calculate the real exchange rate in Mack Burgers between Governmentia and Sociologia, using the nominal exchange rates and prices listed above. Explain in words what the number you calculated means.

   b. If these three currencies can be freely traded so that their exchange rates are flexible or floating, can the nominal exchange rates listed above persist over time? Why or why not? [Hint: Show that currency traders...
could make unlimited profits if they could trade at these exchange rates.]

c. The economy of Econia enters a period of deflation. What will happen as a result of this to the current account in Governmenitia, Econia’s main trading partner, in the short run? Assume nominal exchange rates are constant in the short run. Explain fully.

7. Challenge Problem: The beautiful, mythical country of Coloradial uses the teo as its currency, and the gritty, post-industrial country of Oheo uses the eren. Exactly 1 year ago, you could get 100 teos in exchange for 5 erens in the foreign exchange market. Since then, though, the real interest rate in Coloradial has increased, while staying constant in Oheo.

a. All other things being equal, would you expect the eren to have appreciated or depreciated with respect to the teo? Explain your reasoning.

b. Assume that the change in the value of the eren with respect to the teo (appreciation or depreciation depending on your previous answer) was 50 percent. What is the current nominal exchange rate expressed in teos/eren?

c. One year ago, you borrowed 100,000 teos from a Coloradial bank at a rate of 3 percent per year. You then traded the 100,000 teos for erens at the nominal exchange rate that prevailed at the time (100 teos = 5 erens), and invested those erens in Oheo at 5 percent interest.

After the year was over, your intention was to exchange the erens back for teos, repay the loan to the Coloradial bank, and keep a tidy profit. (This strategy is called a “carry trade” and at various times has been popular with foreign exchange traders.)

i. How much would you have made on this strategy if the interest rates did not change and if the exchange rate had not changed from 100 teos = 5 erens?

ii. What will be your profit (or loss) on the trade given the changes in the exchange rate you found in parts (a) and (b)? (Assume the interest rate you paid to the Coloradial bank was fixed in your loan agreement, and so did not change.)

8. The graph below shows the Japanese yen per U.S. dollar exchange rate between 2008 and 2014. The table that follows shows the real interest rates in these two countries during the same period.

![Japanese yen per U.S. dollar exchange rate graph]

### Real Interest rate in the United States and Japan

<table>
<thead>
<tr>
<th>Year</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>2.5</td>
<td>2</td>
<td>1.3</td>
<td>1.5</td>
<td>1.7</td>
</tr>
<tr>
<td>Japan</td>
<td>2.2</td>
<td>3.8</td>
<td>3.4</td>
<td>2.3</td>
<td>1.9</td>
</tr>
</tbody>
</table>

What could explain why the U.S. dollar depreciated vis-à-vis the Japanese yen between 2008 and 2013? Explain your answer with the help of the information given in the table.

9. Over the last 10 years, the dollar has depreciated vis-à-vis the euro.

a. Suppose that in the short run the Fed wanted both to defend the dollar (that is, stop its decline and/or cause it to appreciate) and stimulate investment. Based on what you have learned in this chapter and in Chapter 13, discuss whether the Fed can achieve both of these goals simultaneously through monetary policy?

b. Suppose instead that the European Central Bank (ECB) conducts expansionary monetary policy. What is the short-run effect, if any, of this policy on the euro/dollar nominal exchange rate and on the real exchange rate between the United States and the European Monetary Union. In your answer about what happens to the real exchange rate, state any assumptions you are making.

10. Thailand and Taiwan are both rapidly growing economies in East and Southeast Asia that trade actively with other countries.

a. Suppose rice wine is the only good produced in Thailand and Taiwan. A bottle of wine costs 100 bhat in Thailand and 200 NT (New Taiwan dollars) in Taiwan. The nominal exchange rate is 0.5 bhat per NT. Calculate the real exchange rate from Thailand’s perspective (that is, using Thailand as the “domestic” economy). Show your work. Intuitively, what does this number represent?

b. The Taiwanese trade balance (its current account) with the rest of the world is initially running neither a deficit nor a surplus. Taiwan alone experiences an economic boom and its real interest rate rises at the same time. Thoroughly explain the mechanisms by which the Taiwanese current account is affected by its boom and the increase in its real interest rate.

c. Assume that the change in the value of the bhat/NT exchange rate was 50 percent, which, depending on your answer in part (b), was either appreciation or depreciation. What is the current nominal exchange rate expressed in bhat/NT? Show your work.

11. Imagine that there are two economies in the world: Bostonia and New Yorkland. Bostonia’s currency is the sock and New Yorkland’s is the yank. Despite the longstanding rivalry between their citizens, Bostonia and New Yorkland are trading partners.
The Central Bank of New Yorkland decides to conduct contractionary monetary policy. Explain the short-run effect, if any, on the following:

a. The yank/sock nominal exchange rate
b. New Yorkland’s net exports
c. Bostonia’s net exports
d. GDP in New Yorkland recently plummeted. At first, the citizens in Bostonia cheered, happy to see their rivals taken down a notch. But then an economist (always a killjoy) asserts that the fall in New Yorkland’s GDP is likely to hurt Bostonia’s GDP in the short run. Could the economist be correct? Why or why not?

12. Purchasing power parity (PPP) implies that the price levels of two baskets of goods in two countries, the U.S. and Japan, are equal when expressed in a common currency. If PPP holds, what would the real exchange rate be?
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**Absolute advantage** A producer has an absolute advantage in producing a good or service if the producer can produce more units per hour than other producers.

**Aggregate production function** An aggregate production function describes the relationship between the aggregate output (GDP) of a nation and its factors of production.

**Aggregation** The process of adding up individual behaviors is referred to as aggregation.

**Animal spirits** Animal spirits are psychological factors that lead to changes in the mood of consumers or businesses, thereby affecting consumption, investment, and GDP.

**Automatic stabilizers** Automatic stabilizers are components of the government budget that automatically adjust to smooth out economic fluctuations.

**Bank reserves** Official bank reserves consist of vault cash and deposits at the Federal Reserve Bank.

**Bank run** A bank run occurs when a bank experiences an extraordinarily large volume of withdrawals driven by a concern that the bank will run out of liquid assets with which to pay withdrawals.

**Bar chart** A bar chart uses bars of different heights or lengths to indicate the properties of different groups.

**Behavioral economics** Behavioral economics jointly analyzes the economic and psychological factors that explain human behavior.

**Budget constraint** A budget constraint shows the bundles of goods or services that a consumer can choose given her limited budget.

**Capital income** Capital income is any form of payment that derives from owning physical or financial capital.

**Catch-up growth** Catch-up growth refers to a growth process whereby relatively poorer nations increase their incomes by taking advantage of knowledge and technologies already invented in other, technologically more advanced countries.

**Causation** A causation occurs when one thing directly affects another through a cause-and-effect relationship.

**Central bank** The central bank is the government institution that monitors financial institutions, controls certain key interest rates, and indirectly controls the money supply. These activities constitute monetary policy.

**Closed economy** A closed economy does not trade with the rest of the world.

**Collective bargaining** Collective bargaining refers to contract negotiations between firms and labor unions.

**Comparative advantage** A producer has a comparative advantage in producing a good (or service) when the producer has a lower opportunity cost per unit produced compared to other producers.

**Comparative statics** Comparative statics is the comparison of economic outcomes before and after some economic variable is changed.

**Competitive equilibrium price** The competitive equilibrium price equates quantity supplied and quantity demanded.

**Competitive equilibrium quantity** The competitive equilibrium quantity is the quantity that corresponds to the competitive equilibrium price.

**Competitive equilibrium** The competitive equilibrium is the crossing point of the supply curve and the demand curve.

**Complements** Two goods are complements when the fall in the price of one, leads to a right shift in the demand curve for the other.

**Consumer Price Index (CPI)** The Consumer Price Index is 100 times the ratio of the cost of buying a basket of consumer goods using 2013 prices divided by the cost of buying the same basket of consumer goods using base-year prices.

**Consumption** Consumption is the market value of consumption goods and consumption services that are bought by domestic households.

**Contractionary fiscal policy** Contractionary fiscal policy uses lower government expenditure and higher taxes to reduce the growth rate of real GDP.

**Contractionary monetary policy** Contractionary monetary policy slows down growth in bank reserves, raises interest rates, reduces borrowing, slows down growth in the money supply, and reduces the rate of inflation.

**Correlation** A correlation means that there is a mutual relationship between two things.

**Cost-Benefit analysis** Cost-Benefit analysis is a calculation that adds up costs and benefits using a common unit of measurement, like dollars.

**Countercyclical fiscal policy** Countercyclical fiscal policy, which is passed by the legislative branch and signed into law by the executive branch, aims to reduce economic fluctuations by manipulating government expenditures and taxes.

**Countercyclical monetary policy** Countercyclical monetary policy, which is conducted by the central bank (in the United States, the Fed), attempts to reduce economic fluctuations by manipulating bank reserves and interest rates.

**Countercyclical policies** Countercyclical policies attempt to reduce the intensity of economic fluctuations and smooth the growth rates of employment, GDP, and prices.

**Creative destruction** Creative destruction refers to the process in which new technologies replace old ones, new businesses replace existing businesses, and new skills make old ones redundant.
Credit Credit refers to the loans that the debtor receives.
Credit demand curve The credit demand curve is the schedule that reports the relationship between the quantity of credit demanded and the real interest rate.
Credit market The credit market is where borrowers obtain funds from savers.
Credit supply curve The credit supply curve is the schedule that reports the relationship between the quantity of credit supplied and the real interest rate.
Crowding out Crowding out occurs when rising government expenditure partially or even fully displaces expenditures by households and firms.
Culture hypothesis The culture hypothesis claims that different values and cultural beliefs fundamentally cause the differences in prosperity around the world.
Current account The current account is the sum of net exports, net factor payments from abroad, and net transfers from abroad.
Cyclical unemployment Cyclical unemployment is the deviation of the actual unemployment rate from the natural rate of unemployment.
Data Data are facts, measurements, or statistics that describe the world.
Debtors Debtors, or borrowers, are economic agents who borrow funds.
Deflation The deflation rate is the rate of decrease of a price index.
Demand curve shifts The demand curve shifts when the quantity demanded changes at a given price.
Demand curve The demand curve plots the quantity demanded at different prices. A demand curve plots the demand schedule.
Demand deposits Demand deposits are funds that depositors can access on demand by withdrawing money from the bank, writing checks, or using their debit cards.
Demand schedule A demand schedule is a table that reports the quantity demanded at different prices, holding all else equal.
Demographic transition The demographic transition refers to the decline in fertility and number of children per family that many societies undergo as they transition from agriculture to industry.
Dependent variable A dependent variable is a variable whose value depends on another variable.
Depression Although there is no consensus on the definition, the term depression is typically used to describe a prolonged recession with an unemployment rate of 20 percent or more.
Diminishing marginal benefit As you consume more of a good, your willingness to pay for an additional unit declines.
Downward wage rigidity Downward wage rigidity arises when workers resist a cut in their wage.
Dynamic equilibrium A dynamic equilibrium traces out the behavior of the economy over time.

Economic agent An economic agent is an individual or a group that makes choices.
Economic expansions Economic expansions are the periods between recessions. Accordingly, an economic expansion begins at the end of one recession and continues until the start of the next recession.
Economic fluctuations Short-run changes in the growth of GDP are referred to as economic fluctuations or business cycles.
Economic growth Economic growth, or growth, is the increase in GDP per capita of an economy.
Economic institutions Economic institutions are the aspects of the society’s rules that concern economic transactions.
Economics Economics is the study of how agents choose to allocate scarce resources and how those choices affect society.
Efficiency of production Efficiency of production refers to the ability of an economy to produce the maximal amount of output from a given amount of factors of production and knowledge.
Efficiency wages Efficiency wages are above the wage that workers would accept, where the extra pay increases worker productivity and improves the profitability of the firm.
Empirical evidence Empirical evidence is a set of facts established by observation and measurement.
Empiricism Empiricism is analysis that uses data. Economists use data to test theories and to determine what is causing things to happen in the world.
Employed A person holding a full-time or part-time paid job is employed.
Equilibrium Equilibrium is the situation in which everyone is simultaneously optimizing, so nobody would benefit personally by changing his or her own behavior.
Excess demand When the market price is above the competitive equilibrium price, quantity demanded exceeds quantity supplied, creating excess demand.
Excess supply When the market price is above the competitive equilibrium price, quantity supplied exceeds quantity demanded, creating excess supply.
Expansionary fiscal policy Expansionary fiscal policy uses higher government expenditure and lower taxes to increase the growth rate of real GDP.
Expansionary monetary policy Expansionary monetary policy increases the quantity of bank reserves and lowers interest rates.
Expected real interest rate The expected real interest rate is the nominal interest rate minus the expected rate of inflation.
Experiment An experiment is a controlled method of investigating causal relationships among variables.
Exponential growth Exponential growth refers to a situation in which the growth process can be described by an approximately constant growth rate of a variable such as GDP or GDP per capita.
Exports Exports are the market value of all domestically produced goods and services that are purchased by households, firms, and governments in foreign countries.

Extractive economic institutions Extractive economic institutions do not protect private property rights, do not uphold contracts, and interfere with the workings of markets. They also erect significant entry barriers into businesses and occupations.

Factors of production Factors of production are the inputs to the production process.

Federal funds market equilibrium The point where the supply and demand curves cross in the federal funds market is the federal funds market equilibrium.

Federal funds market The federal funds market refers to the market where banks obtain overnight loans of reserves from one another.

Federal funds rate The federal funds rate is the interest rate that banks charge each other for overnight loans in the federal funds market. The funds being lent are reserves at the Federal Reserve Bank.

Federal Reserve Bank The Federal Reserve Bank, or the Fed, is the name of the central bank in the United States.

Fertility Fertility refers to the number of children per adult or per woman of childbearing age.

Fiat money Fiat money refers to something that is used as legal tender by government decree and is not backed by a physical commodity, like gold or silver.

Financial account The financial account is the increase in domestic assets held by foreigners minus the increase in foreign assets held domestically.

Financial intermediaries Financial intermediaries channel financial capital to users of financial capital.

Fixed exchange rate If the government sets a long-run value for the exchange rate and intervenes to maintain that value, then the country has a fixed exchange rate.

Flexible exchange rate If the government does not intervene in the foreign exchange market, then the country has a flexible exchange rate, which is also referred to as a floating exchange rate.

Foreign direct investment Foreign direct investment refers to investments by foreign individuals and companies in domestic firms and businesses. To qualify as foreign direct investment, these flows need to generate a large foreign ownership stake in the domestic business.

Foreign exchange market The foreign exchange market is the global financial market in which currencies are traded and nominal exchange rates are determined.

Frictional unemployment Frictional unemployment refers to unemployment that arises because workers have imperfect information about available jobs and need to engage in a time-consuming process of job search.

Fundamental causes of prosperity Fundamental causes of prosperity are factors that are at the root of the differences in the proximate causes of prosperity.

Gains from specialization Gains from specialization are the economic gains that society can obtain by having some individuals, regions, or countries specialize in the production of certain goods and services.

GDP deflator The GDP deflator is 100 times the ratio of nominal GDP to real GDP in the same year. It is a measure of how prices of goods and services produced in a country have risen since the base year.

Geography hypothesis The geography hypothesis claims that differences in geography, climate, and ecology are ultimately responsible for the major differences in prosperity observed across the world.

Government expenditure Government expenditure is the market value of government purchases of goods and services.

Great Depression The Great Depression refers to the severe contraction that started in 1929, reaching a low point for real GDP in 1933. The period of below-trend real GDP did not end until the buildup to World War II in the late 1930s.

Gross domestic product (GDP) Gross domestic product is the market value of the final goods and services produced within the borders of a country during a particular period of time.

Gross national product (GNP) Gross national product is the market value of production generated by the factors of production—both capital and labor—possessed or owned by the residents of a particular nation.

Growth rate The growth rate is the change in a quantity, for example, GDP per capita, between two dates, relative to the baseline (beginning of period) quantity.

Holding all else equal Holding all else equal implies that everything else in the economy is held constant. The Latin phrase ceteris paribus means “with other things the same” and is sometimes used in economic writing to mean the same thing as “holding all else equal.”

Human capital Human capital is each person’s stock of skills to produce output or economic value.

Hypotheses Hypotheses are predictions (typically generated by a model) that can be tested with data.

Identity Two variables are related by an identity when the two variables are defined in a way that makes them mathematically identical.

Imports Imports are the market value of all foreign-produced goods and services that are sold to domestic households, domestic firms, and the domestic government.

Inclusive economic institutions Inclusive economic institutions protect private property, uphold law and order, allow and enforce private contracts, and allow free entry into new lines of business and occupations.

Income (or GDP) per worker Income (or GDP) per worker is defined as GDP divided by the number of people in employment.
Income (or GDP) per capita  Income per capita or GDP per capita is GDP divided by total population.

Independent variable  An independent variable is a variable whose value does not depend on another variable; in an experiment it is manipulated by the experimenter.

Industrial Revolution  Industrial Revolution is the term used for describing the series of innovations and their implementation in the production process that started to take place at the end of the eighteenth century in Britain.

Inferior good  For an inferior good, an increase in income causes the demand curve to shift to the left (holding the good’s price fixed).

Inflation expectations  Economic agents’ inflation expectations are their beliefs about future inflation rates.

Inflation rate  The rate of increase in prices is the inflation rate. It is calculated as the year-over-year percentage increase in a price index.

Input  An input is a good or service used to produce another good or service.

Insolvent  A bank becomes insolvent when the value of the bank’s assets is less than the value of its liabilities.

Institutions hypothesis  The institutions hypothesis claims that differences in institutions—that is, in the way societies have organized themselves and shaped the incentives of individuals and businesses—are at the root of the differences in prosperity across the world.

Institutions  Institutions are the formal and informal rules governing the organization of a society, including its laws and regulations.

Interest rate  The interest rate (also referred to as the nominal interest rate), \( i \), is the annual cost of a one-dollar loan, so \( i \times L \) is the annual cost of an \( SL \) loan.

Investment  Investment is the market value of new physical capital that is bought by domestic households and domestic firms.

Job search  Job search refers to the activities that workers undertake to find appropriate jobs.

Labor demand curve  The labor demand curve depicts the relationship between the quantity of labor demanded and the wage. The value of the marginal product of labor is also the labor demand curve, because they both show how the quantity of labor demanded varies with the wage.

Labor force participation rate  The labor force participation rate is the percentage of potential workers that are in the labor force.

Labor force  The labor force is the sum of all employed and unemployed workers.

Labor income  Labor income is any form of payment that compensates people for their work.

Labor supply curve  The labor supply curve represents the relationship between the quantity of labor supplied and the wage.

Law of demand  In almost all cases, the quantity demanded rises when the price falls (holding all else equal).

Law of Diminishing Marginal Product  The Law of Diminishing Marginal Product states that the marginal contribution of a factor of production to output diminishes when we increase the quantity used of that factor of production (holding all others constant).

Law of Supply  In almost all cases, the quantity supplied rises when the price rises (holding all else equal).

Liquidity  Liquidity refers to funds available for immediate payment. To express the same concept a slightly different way, funds are liquid if they are immediately available for payment.

Long-term real interest rate  The long-term real interest rate is the long-term nominal interest rate minus the long-term inflation rate.

Macroeconomics  Macroeconomics is the study of the economy as a whole. Macroeconomists study economy-wide phenomena, like the growth rate of a country’s total economic output, the inflation rate, or the unemployment rate.

Malthusian cycle  The Malthusian cycle refers to the preindustrial pattern in which increases in aggregate income lead to an expanding population, which in turn reduces income per capita and puts downward pressure on population.

Managed exchange rate  If the government intervenes actively to influence the exchange rate, then the country has a managed exchange rate.

Marginal analysis  Marginal analysis is a cost-benefit calculation that studies the difference between a feasible alternative and the next feasible alternative.

Marginal cost  Marginal cost is the extra cost generated by moving from one feasible alternative to the next feasible alternative.

Market  A market is a group of economic agents who are trading a good or service, and the rules and arrangements for trading.

Market demand curve  The market demand curve is the sum of the individual demand curves of all the potential buyers. It plots the relationship between the total quantity demanded and the market price, holding all else equal.

Market price  If all sellers and all buyers face the same price, it is referred to as the market price.

Market supply curve  The market supply curve is the sum of the individual supply curves of all the potential sellers. It plots the relationship between the total quantity supplied and the market price, holding all else equal.

Market-clearing wage  We refer to the competitive equilibrium wage as the market-clearing wage. At this wage, every worker that wants a job can find one: the quantity of labor demanded matches the quantity of labor supplied.

Maturity  Maturity refers to the time until debt must be repaid.

Maturity transformation  Maturity transformation is the process by which banks take short-maturity liabilities and invest in long-maturity assets (long-term investments).
Mean The Mean or average, is the sum of all the different values divided by the number of values.

Medium of exchange A medium of exchange is an asset that can be traded for goods and services.

Microeconomics Microeconomics is the study of how individuals, households, firms, and governments make choices, and how those choices affect prices, the allocation of resources, and the well-being of other agents.

Model A model is a simplified description, or representation, of the world. Sometimes, economists will refer to a model as a theory. These terms are often used interchangeably.

Monetary policy The central bank is the government institution that monitors financial institutions, controls certain key interest rates, and indirectly controls the money supply. These activities constitute monetary policy.

Money Money is the asset that people use to make and receive payments when buying and selling goods and services.

Money supply The money supply adds together currency in circulation, checking accounts, savings accounts, travelers’ checks, and money market accounts. This is sometimes referred to as M2.

Movement along the demand curve If a good’s own price changes and its demand curve hasn’t shifted, the own price change produces a movement along the demand curve.

Movement along the supply curve If a good’s own price changes and its supply curve hasn’t shifted, the own price change produces a movement along the supply curve.

Multipliers Multipliers refer to economic mechanisms that amplify the initial impact of a shock.

National income accounting identity The national income accounting identity, \( Y = C + I + G + X - M \), decomposes GDP into consumption + investment + government expenditure + exports − imports.

National income accounts National income accounts measure the level of aggregate economic activity in a country.

National Income and Product Accounts (NIPA) The National Income and Product Accounts is the system of national income accounts that is used by the U.S. government.

Natural experiment A natural experiment is an empirical study in which some process—out of the control of the experimenter—has assigned subjects to control and treatment groups in a random or nearly random way.

Natural rate of unemployment The natural rate of unemployment is the rate around which the actual rate of unemployment fluctuates.

Negative correlation A negative correlation implies that two variables tend to move in opposite directions. When the variables have movements that are not related, we say that the variables have zero correlation.

Negatively related Two variables are negatively related if the variables move in the opposite direction.

Net exports Net exports are the value of the country’s exports minus the value of its imports. Net exports are also known as the trade balance.

Nominal exchange rate The nominal exchange rate is the rate at which one currency can be traded for another.

Nominal GDP Nominal GDP is the total value of production (final goods and services) using current market prices.

Nominal wages Actual wages are also called nominal wages, which distinguishes them from wages adjusted for inflation, or real wages. To calculate real wages, economists divide nominal wages by a measure of overall prices, for example the Consumer Price Index (CPI).

Normal good For a normal good, an increase in income causes the demand curve to shift to the right (holding the good’s price fixed).

Normative economics Normative economics is an analysis that prescribes what an individual or society ought to do.

Okun’s Law Okun’s Law says that the year-to-year change in the rate of unemployment is equal to \(-\frac{1}{2} \times (g - 3\%)\), where \(g\) represents the annual growth rate of real GDP, in percentage points.

Omitted variable An omitted variable is something that has been left out of a study that, if included, would explain why two variables that are in the study are correlated.

One dollar a day per person poverty line The one dollar a day per person poverty line is a measure of absolute poverty used by economists and other social scientists to compare the extent of poverty across countries.

Open economy An open economy trades freely with the rest of the world.

Open market operations If the Fed wishes to increase the level of reserves that private banks hold, it offers to buy government bonds from the private banks, and in return it gives the private banks more electronic reserves. If the Fed wishes to decrease the level of reserves, it offers to sell government bonds to the private banks and in return the private banks give back some of their reserves. By buying or selling government bonds, the Fed shifts the vertical supply curve in the federal funds market and thereby controls the level of reserves. These transactions are referred to as open market operations.

Opportunity cost Opportunity cost is the best alternative use of a resource.

Optimization in differences Optimization in differences calculates the change in net benefits when a person switches from one alternative to another and then uses these marginal comparisons to choose the best alternative.

Optimization in levels Optimization in levels calculates the total net benefit of different alternatives and then chooses the best alternative.

Optimization Trying to choose the best feasible option given the available information, is optimization.

Optimum The optimum is the best feasible choice. In other words, the optimum is the optimal choice.
Perfectly competitive market In a perfectly competitive market, (1) sellers all sell an identical good or service, and (2) any individual buyer or any individual seller isn’t powerful enough on his or her own to affect the market price of that good or service.

Physical capital Physical capital is any good, including machines and buildings, used for production.

Physical capital stock The physical capital stock of an economy is the value of equipment, structures and other non-labor inputs used in production.

Pie chart A pie chart is a circular chart split into segments, with each showing the percentages of parts relative to the whole.

Political creative destruction Political creative destruction refers to the process in which economic growth destabilizes existing regimes and reduces the political power of rulers.

Political institutions Political institutions are the aspects of the society’s rules that concern the allocation of political power and the constraints on the exercise of political power.

Positive correlation A positive correlation implies that two variables tend to move in the same direction.

Positive economics Positive economics is an analysis that generates objective descriptions or predictions about the world that can be verified with data.

Positively related Two variables are positively related if the variables move in the same direction.

Potential workers Potential workers includes everyone in the general population with three exceptions: children under 16 years of age, people on active duty in the military, and institutionalized people, like those in nursing homes or jail.

Price-taker A price-taker is a buyer or seller who accepts the market price—buyers can’t bargain for a lower price and sellers can’t bargain for a higher price.

Principle of optimization at the margin The principle of optimization at the margin states that an optimal feasible alternative has the property that moving to it makes you better off and moving away from it makes you worse off.

Private property rights Private property rights mean that individuals can own businesses and assets and their ownership is secure.

Productivity Productivity refers to the value of goods and services that a worker generates for each hour of work.

Proximate causes of prosperity Proximate causes of prosperity are high levels of factors such as human capital, physical capital, and technology that result in a high level of GDP per capita.

Purchasing power parity (PPP) The purchasing power parity (PPP) constructs the cost of a representative bundle of commodities in each country and uses these relative costs for comparing income across countries.

Quantity demanded Quantity demanded is the amount of a good that buyers are willing to purchase at a given price.

Quantity supplied Quantity supplied is the amount of a good or service that sellers are willing to sell at a given price.

Quantity theory of money The quantity theory of money assumes a constant ratio of money supply to nominal GDP.

Randomization Randomization is the assignment of subjects by chance, rather than by choice, to a treatment group or control group.

Real business cycle theory Real business cycle theory is the school of thought that emphasizes the role of changes in technology in causing economic fluctuations.

Real exchange rate The real exchange rate is defined as the ratio of the dollar price of a basket of goods and services in the United States, divided by the dollar price of the same basket of goods and services in a foreign country.

Real GDP growth Real GDP growth is the growth rate of real GDP.

Real GDP Real GDP is the total value of production (final goods and services), using market prices from a specific base year to determine the value of each unit that is produced.

Real interest rate The real interest rate is given by the nominal interest rate minus the inflation rate.

Real wage The real wage is the nominal wage divided by a price index, like the consumer price index (CPI).

Realized real interest rate The realized real interest rate is the nominal interest rate minus the realized rate of inflation.

Recessions Recessions are periods (lasting at least two quarters) in which aggregate economic output falls.

Research and development (R&D) Research and development (R&D) refers to the activities directed at improving scientific knowledge, generating new innovations, or implementing existing knowledge in production in order to improve the technology of a firm or an economy.

Reverse causality Reverse causality occurs when we mix up the direction of cause and effect.

Saving rate The saving rate designates the fraction of income that is saved.

Scarcity Scarcity is the situation of having unlimited wants in a world of limited resources.

Scarce resources Scarce resources are things that people want, where the quantity that people want exceeds the quantity that is available.

Self-fulfilling prophecy A self-fulfilling prophecy is a situation in which the expectations of an event (such as a left
shift in labor demand in the future) induce actions that lead to that event.

**Sentiments** Sentiments include changes in expectations about future economic activity, changes in uncertainty facing firms and households, and fluctuations in animal spirits. Changes in sentiments lead to changes in household consumption and firm investment.

**Slope** The slope is the change in the value of the variable plotted on the y-axis divided by the change in the value of the variable plotted on the x-axis.

**Solvent** A bank is solvent when the value of the bank’s assets is greater than the value of its liabilities.

**Steady-state equilibrium** A steady-state equilibrium is an economic equilibrium in which the physical capital stock remains constant over time.

**Stockholders’ equity** Stockholders’ equity is the difference between a bank’s total assets and total liabilities.

**Store of value** A store of value is an asset that enables people to transfer purchasing power into the future.

**Structural unemployment** Structural unemployment arises when the quantity of labor supplied persistently exceeds the quantity of labor demanded.

**Subsistence level** The subsistence level is the minimum level of income per person that is generally necessary for the individual to obtain enough calories, shelter, and clothing to survive.

**Substitutes** Two goods are substitutes when the fall in the price of one leads to a left shift in the demand curve for the other.

**Supply curve shifts** The supply curve shifts when the quantity supplied changes at a given price.

**Supply curve** The supply curve plots the quantity supplied at different prices. A supply curve plots the supply schedule.

**Supply schedule** A supply schedule is a table that reports the quantity supplied at different prices, holding all else equal.

**Sustained growth** Sustained growth refers to a growth process where GDP per capita grows at a positive and relatively steady rate for long periods of time.

**Technological change** Technological change is the process of new technologies and new goods and services being invented, introduced, and used in the economy, enabling the economy to achieve a higher level of GDP for given levels of physical capital stock and total efficiency units of labor.

**Technology** An economy with better technology uses its labor and capital more efficiently and achieves higher productivity.

**Time series graph** A time series graph displays data at different points in time.

**Total efficiency units of labor** Total efficiency units of labor is the product of the total number of workers in the economy and the average human capital of each worker.

**Trade deficit** A trade deficit is an excess of imports over exports and is thus the name given to the trade balance when it is negative.

**Trade surplus** A trade surplus is an excess of exports over imports and is thus the name given to the trade balance when it is positive.

**Trade-off** An economic agent faces a trade-off when the agent needs to give up one thing to get something else.

**Unemployed** A worker is unemployed if she does not have a job, has actively looked for work in the prior four weeks, and is currently available for work.

**Unemployment rate** The unemployment rate is the fraction of the labor force that is unemployed.

**Unit of account** A unit of account is a universal yardstick that is used for expressing the worth (price) of different goods and services.

**Value added** Production-based accounting measures each firm’s value added, which is the firm’s sales revenue minus the firm’s purchases of intermediate products from other firms.

**Variable** A variable is a factor that is likely to change or vary.

**Wage rigidity** Wage rigidity refers to the condition in which the market wage is held above the competitive equilibrium level that would clear the labor market.

**Willingness to accept** Willingness to accept is the lowest price that a seller is willing to get paid to sell an extra unit of a good. Willingness to accept is the same as the marginal cost of production.

**Willingness to pay** Willingness to pay is the highest price that a buyer is willing to pay for an extra unit of a good.

**Zero correlation** When the variables have movements that are not related, we say that the variables have zero correlation.
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